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PREFACE 

Microwave and millimeter-wave integrated circuits (MMICs) are of increasing im- 
portance in modern military and commercial wireless communication systems. Current 
trends are towards low-cost, high-density, multilevel, and multifunctional integration, cover- 
ing millimeter and submillimeter wave regions. The integration of diverse subfunctions, such 
as light-wave devices, superconductor circuits, digital circuits and ferrite devices, together 
with conventional microwave or millimeter-wave devices, circuits and antennas, will allow 
implementation of large systems on a single chip. Research on advanced device concepts, 
3-D interconnects, high-performance packaging methods, advanced CAD-tools, measure- 
ment and testing techniques, as well as material and fabrication technologies, are being di- 
rected to meet these new challenges. 

Continuing on the series of symposia sponsored by the Weber Research Institute of 
Polytechnic University, an international symposium focusing on the current developments 
and new research initiatives for the next generation of microwave and millimeter wave inte- 
grated circuits and systems was held at Brooklyn, New York, during September 11-13,1996. 
The symposium was organized as a 3-day event, running mostly in a single-session format of 
regular papers and panel discussions, It was co-sponsored by the Army Research Office, Re- 
search Triangle Park, NC, in cooperation with the IEEE Microwave Theory and Techniques 
Society, the IEEE Antennas and Propagation Society, and IEEE Long Island and New York 
Metropolitan Sections. The papers published in this volume are extended versions of selected 
papers presented at this symposium. 

Nirod K. Das 
Henry L. Bertoni 
Co-Editors 
May 1997 
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INTRODUCTION 



Scanning the Conference 

N. K. Das and H. L. Bertoni 

Weber Research Institute 
Polytechnic University 

Microwave and millimeter-wave integrated circuits (MMICs) are of increasing impor- 
tance in modern military and commercial wireless communication systems. Current 
trends are towards low-cost, high-density, multilevel, and multifunctional integration, 
covering millimeter and submillimeter wave regions. The integration of diverse sub- 
functions, such as light-wave devices, superconductor circuits, digital circuits and fer- 
rite devices, together with conventional microwave or millimeter-wave devices, circuits 
and antennas, will allow implementation of large systems on a single chip. Research 
on advanced device concepts, 3-D interconnects, high-performance packaging methods, 
advanced CAD-tools, measurement and testing techniques, as well as material and 
fabrication technologies, are being directed to meet these new challenges. 

In response to this current interest and future technology needs, the Weber Reseach 
Institute of Polytechnic University hosted the International Symposium on Directions 
for the Next Generation of Microwave and Millimeter-wave Integrated Circuits and 
Systems. It was held at Brooklyn, New York, during September 11-13, 1996, and was 
organized as a 3-day symposium, running mostly in a single-session format of opening 
presentations, regular papers and panel discussions. All together 13 sessions were held, 
including the opening session, a panel session, and over 50 regular papers presented in 
11 technical sessions. The participants included distinguished leaders in the field from 
industry, government and academia from United States and abroad. 

The opening session of the conference included a talk on "Historical Perspectives on 
Microwave and Millimeter-Wave Integrated Circuits" by Prof. A. A. Oliner,. Polytech- 
nic University, a "Technical Introduction" by Dr. J. F. Harvey, Army Reseach Office, 
and the Keynote Address by Dr. Elliot Brown, DARPA MAFET Program. These pre- 
sentations provided an outstanding survey of the field as well as an introduction to the 
conference. 

Six panelists participated in the Panel Session entitled, "Future Directions for MMIC 
Research and Technology," moderated by Dr. J. F. Harvey, Army Research Office, and 
Prof. D. M. Bolle, Polytechnic University. Among the panelists, (I.) Dr. E. R. Brown, 
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DARPA MAFET Program, discussed on "DARPA MAFET-3 Initiatives for MMIC 
Research and Development," (II.) Dr. B. S. Perlman, US Army Research Laboratory, 
EPSD, Fort Monmouth, NJ,' discussed on "Advances in MMIC Packaging and Inter- 
connect Technology," (III.) Prof. G. M. Rebeiz, University of Michigan, Ann Arbor, 
discussed on "Low-Cost GaAs/Si Front-End Electronics," (IV.) Dr. P. W. Staecker, 
M/A COM, Inc., Past President of IEEE Microwave Theory and Techniques Soci- 
ety, discussed on "Future Directions in MMIC Research and Technology: The Wireless 
Pull," and (V.) Prof. R. J. Trew, Case Western Reserve University, Editor of IEEE 
Transactions on Microwave Theory and Techniques, discussed on "Microwave Power 
Amplifiers: The Emerging High-and Low-Power Markets." 

As discussed in the Panel Session, the military needs for advanced MMICs would con- 
tinue to drive some of the key research and technology areas. It is clear, however, that 
the commercial wireless market would be the strong driving force for low-cost, high- 
density, and multifunctional MMICs of the future. Research and technology develop- 
ment in advanced packaging and interconnect methods, GPS systems, power amplifiers, 
low-power electronics, and millimeter and sub-millimeter wave applications, are some 
of the areas of strategic needs. University research on EM-field theoretic and sophisti- 
cated numerical models, as well as advanced device and technology concepts, tied with 
curriculum development in the related subjects, would be critical in order to support 
the future research and technical manpower needs. 

As classified in this volume, the topics covered in the conference can be grouped under 
three main subject areas: (1) Systems Integration, (2) Novel Antennas and Device 
Technology, and (3) Modeling and Computer Aided Design (CAD:) 

I. The subject area of Systems Integration was broadly covered in four separate sessions: 
(i) Packaging and Interconnect Technology, (ii) Millimeter and Sub-millimeter wave sys- 
tems, (iii) Advanced Integration Concepts, and (iv) Phased Array Systems. Advanced 
methods of interconnection and packaging are addressed as the areas of strategic im- 
portance to the next-generation of integrated circuits and systems. Low-cost, high- 
and ultra high-density integration, integration of diverse functions together in a single 
package, and applications in millimeter, sub-millimeter and terahertz frequency range, 
are a few of the advanced packaging needs of the future. 

II. The subject area of Novel Antennas and Device Technology was broadly covered in 
three separate sessions: (i) Novel Microstrip Antennas, (ii) Si and SiGe MMIC Devices, 
and (iii) Microwave-Photonics devices. Innovations in integrated microstrip antennas 
and feeding techniques for sophisticated functions would be topics of continued research. 
Further, new device and fabrication technologies, and integration of MMICs with pho- 
tonic and digital functions, would be in growing needs for future radar.communication 

systems. 

III. The subject area of Modeling and CAD was broadly covered in four separate 
sessions: (i) New Guided Surface- and Leaky-Wave Effects in MMICs, (ii) Numeri- 
cal/CAD methods, (iii) Next Generation of CAD, and (ii) Packaging and Interconnect 
Modeling. With the growing complexities of advanced devices, circuits and packages of 
the future, it is clear that sophisticated modeling and design tools would play a vital 
role in the future research and development. These include advanced field-theoretic 
as well as numerical models for device, circuit and system simulation, with increased 
emphasis on fast design iterations and "intelligence-based" algorithms. 



HISTORICAL   PERSPECTIVES   ON   MICROWAVE   AND 
MILLIMETER-WAVE   INTEGRATED   CIRCUITS 

Arthur A. Oliner 

Department of Electrical Engineering 
Polytechnic University 
Brooklyn, NY 11201 

INTRODUCTION 

The principal highlights in the early history of electromagnetic guided waves are 
reviewed first, in order to show when and why hollow pipes were proposed and built as 
guiding structures for microwaves. The paper then develops the transition from that 
elemental form to modern-day microwave and millimeter-wave integrated circuits, including 
the competition between strip line and microstrip line, by combining the underlying physical 
principles with historical developments and anecdotes. The paper concludes by proposing 
that the development of microwave integrated circuits be viewed in terms of three stages, 
corresponding simultaneously to time periods and to the types of solutions required to 
characterize the circuit performance. 

I.   MAJOR DEVELOPMENTS LEADING TO THE USE OF HOLLOW PIPES 
AS WAVEGUIDES 

A. The Early History (Before About 1910) 

Although many individuals made important contributions to the early developments in 
electromagnetic waves, we select here only four outstanding individuals and their particular 
contributions to indicate the major steps in these developments. These four individuals are 
Maxwell, whose theory showed that electromagnetic waves were possible, Hertz, who 
verified Maxwell's theory experimentally, Rayleigh, who was the first to derive the 
properties of waveguides, and Marconi, whose successful demonstration that low- 
frequency waves could be propagated over long distances was a major element in 
postponing any further interest in microwaves for over two decades. 

1. James Clerk Maxwell: Before Maxwell developed his well-known theory, much 
was already known about electromagnetics, from contributions made by many people with 
famous names like Ampere and Faraday. Maxwell's elegant and beautiful theory, which he 
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perfected over a long period of time around 1860 or so, tied all these separate bits of 
understanding into a unified whole, but he also introduced a new concept, the displacement 
current, to make electricity and magnetism more symmetrical. With this added term, his 
equations showed that electromagnetic waves were possible. When he solved for the 
velocity of these waves and then compared them with the measured velocity of light, he 
found excellent agreement. 

His theory indeed demonstrated that light was an electromagnetic wave, but the more 
general, and more important, implication was that it should be possible to produce 
electromagnetic waves at any frequency. At that time, however, his theory was not well 
understood, and many of his contemporaries were skeptical. On the other hand, it was clear 
that his results would be very important, if true. Some German learned societies offered 
prizes to anyone who could prove Maxwell's theory experimentally, but there were no 
takers because there were no sources or detectors; they had to be invented. It was not until 
about 20 years later, some 10 years after Maxwell died, that the theory was experimentally 
proved. 

The famous physicist, Richard P. Feynman, has stated the truly great importance of 
Maxwell's contribution in this way [1]: "From a long view of the history of 
mankind...there can be little doubt that the most significant event of the 19th Century will be 
judged as Maxwell's discovery of the laws of electromagnetics." 

2. Heinrich Hertz: The experimental verification of Maxwell's theory was 
performed by Heinrich Hertz in a series of brilliant experiments that he began in 1886. 
Hertz created a spark generator with a resonant circuit attached, devised detectors, invented 
the dipole antenna, built parabolic-cylinder reflectors, showed that waves could be 
propagated in air and also along wires, and produced standing waves. He also did original 
theoretical work. His contributions are described in detail in a relatively recent short book 

[2]. 

Unfortunately, he died from an illness at an early age (36 years); he would undoubtedly 
have contributed much more had he lived longer. His experiments not only verified 
Maxwell's theory very clearly, but he showed that electromagnetic waves could be excited at 
various frequencies. In his own experiments he produced electromagnetic waves with 
wavelengths of 6 meters, 3 meters and 60 centimeters. After his landmark experiments, the 
field of electromagnetic-wave engineering moved rapidly in various directions, and in 
various countries. 

For his important fundamental contributions, the unit of frequency, the Hertz, has been 
appropriately named after him. In addition, the IEEE has established the Hertz Medal as one 
of its major awards. Since this symposium is sponsored by the Polytechnic University, it is 
appropriate to mention that a Polytechnic University professor, Nathan Marcuvitz, was the 
first recipient of that award. 

3. John William Strutt, Lord Rayleigh: Rayleigh, who succeeded Maxwell as 
Cavendish Professor at Cambridge, was a prolific contributor to all sorts of topics in 
classical physics. He seems to have been the first in nearly everything, including the 
resolving power of gratings, an explanation of why the sky is blue, a host of new results on 
the theory of sound, and the discovery of argon, for which he received the Nobel Prize. 



In microwave theory, he was the first to derive and then discuss in detail (in 1897) the 
electromagnetic modes that can propagate through hollow metallic tubes [3]. This work 
actually contains the fundamental ideas of mode propagation and cutoff in waveguides. He 
also derived the scattering of electromagnetic waves by circular apertures and by ellipsoidal 
obstacles [4], laying the foundation for the very useful "small aperture" and "small obstacle" 
methods which were revived and developed further during World War n. 

Interest in microwave wavelengths was strong from about 1890 to the very early 1900s, 
but it dropped significantly after Marconi's dramatic demonstration (see immediately 
below). Because of this, Lord Rayleigh's basic and pioneering work on waveguides 
became buried in the literature and needed to be rediscovered during the 1930s. 

4. Guglielmo Marconi: Marconi was fascinated by the idea of wave propagation in 
air, and he conducted many simple early experiments in Italy before moving to England, 
where he founded the British Marconi Company and continued this work. In 1901 he was 
ready for his big experiment, the transmission of simple Morse-Code telegraphy across the 
Atlantic Ocean, between Cornwall, England and Newfoundland, Canada. His success 
created a sensation, and it marked the beginning of the era of wireless communication. 

It also led to proposals of various mechanisms to explain why such transmission over 
long distances was possible. One mechanism was based on surface waves guided around 
the earth, which stimulated basic investigations of surface waves and involved such 
prominent scholars as J. Zenneck and A. Sommerfeld. The correct explanation, however, 
was proposed independently by A. E. Kennelly and O. Heaviside in 1902, and later 
confirmed experimentally by various researchers. They proposed that the radiated waves 
were successively reflected between the earth and an electrically conducting layer in the 
upper atmosphere, with the result that the waves would be guided around the curved earth. 

Marconi's historic demonstration had an additional very important consequence, Many 
of the early studies of wave propagation were made at UHF and microwave frequencies, 
even though low-frequency sources were easier to build and yielded higher power. As an 
example of such interest, we recall Lord Rayleigh's basic theory of wave guidance by 
hollow pipes, and we may add that even Marconi's early experiments involved frequencies 
around 1 GHz. Marconi's long-distance transmission experiment used low-frequency 
waves, however, and its dramatic success (and the rapid appearance of further successes 
with long-wavelength radio) effectively put an end to further interest in the utilization of 
short wavelengths for about two decades. 

There are many sources in the literature to which one may go to find further information 
about various contributions made in this early period, roughly before 1910. An excellent 
source is the Special Centennial Issue of the IEEE Transactions on Microwave Theory and 
Techniques, Vol. MTT-32, September 1984. Many of the Societies within the IEEE agreed 
to prepare special historical issues to commemorate the 100th anniversary of the IEEE. The 
special issue prepared by the MTT Society Transactions won an award for the best issue 
among all the Transactions, and its Guest Editor, Theodore S. Saad, received a special 
commendation. Although none of the papers in that issue is devoted specifically to this 
early period, the portions at the beginnings of several of the papers contain relevant 
information [5-8]. Of course, other portions of these papers and of various other papers in 
this issue are directly relevant to other sections of this historical paper, and they will be 
referenced in context. A notable paper [9] not in this special issue is devoted fully to this 
early period, and stresses the activity involving microwave frequencies. 



B. Early Work on Hollow Waveguides (1930-1940) 

Shorter waves were neglected until about 1930, and interest in such waves was revived 
only after ship-to-shore and transoceanic wireless transmission became commonplace. The 
two major figures in the development of hollow-pipe waveguides for these shorter 
wavelengths were George C. Southworth and Wilmer L. Barrow, who headed groups at the 
Bell Laboratories and at MIT, respectively. It is quite astonishing that each worked 
independently and without any knowledge of the accomplishments of the other, and yet the 
results of their investigations were remarkably similar. 

We are very fortunate that Dr. Southworth has written a book [10] detailing his 
personalized history of this period; it is very revealing not only with respect to technical 
details but also the attitudes of the time. He was working for the Bell Laboratories, but he 
was curious about how to guide these higher-frequency waves without loss due to radiation, 
and he set out to conduct some experiments on his own. He concentrated on hollow circular 
metal guides, but he was unaware of Lord Rayleigh's early analysis [3] and had to rely 
loosely on a 1920 paper by Otto Schriever on dielectric rods. He did in fact perform some 
experiments with dielectric guides. In his early experiments the sources available to him 
were rather low in frequency, but he filled his waveguides with water (er = 80) so that the 
guide diameters could be reduced by a factor of about nine. Later, with better sources, he 
worked with air-filled pipes. 

The Bell Laboratories were skeptical of the value and even the validity of his 
experiments, and at one stage he was "ordered to be assigned to more constructive work." 
Later, he was transferred to the Research Department, and he was then able to work with 
some of the mathematicians there, including S. A. Schelkunoff. They discovered Lord 
Rayleigh's original paper and extended it to include loss, and they also discovered the TEoi 
mode, for which the attenuation decreased as the frequency is increased. After further 
successful work, Southworth wanted to publish his results but his superiors were reluctant 
because of a fear that the work was fallacious. Not until almost two years later was the 
approval for publication finally given. 

The other major figure in these developments was Wilmer L. Barrow, a professor at the 
Massachusetts Institute of Technology (MIT). His initial motivation for a hollow metal tube 
to guide electromagnetic waves was to have it as a feed for a radiating horn. He was also 
unaware of Lord Rayleigh's earlier work, and the results of his initial experiments turned 
out to be different from what he had expected. As a result, he had to engage in a set of basic 
investigations that involved theoretical analysis as well as experiments. His efforts 
overlapped in many ways those of the people at the Bell Laboratories, but there were 
differences, primarily in his investigations of radiation from the open end of the guide. 

Both Southworth and Barrow began their investigations in 1931, and both were ready to 
publish their results in 1936. Amazingly, an oral presentation was to be given in 
Washington, D.C., by Southworth on April 30, 1936, and a corresponding one, on a 
similar topic, was scheduled to be presented in the same city by Barrow on the very next 
day, May 1, 1936. To compound the coincidence, a colleague working at the Bell 
Laboratories who was a graduate of MIT visited his former school at the end of March, saw 
Barrow's laboratory, and then informed both Barrow and Southworth about the work of the 
other. Both were stunned by the news, and Southworth immediately wrote a letter to 
Barrow, enclosing his paper, which was about to be published [11], and a companion paper 



on the theory by his mathematics colleagues [12]. Barrow reciprocated by exchanging 
information, but his paper [13] was not published until October, several months later. Both 
the Bell Laboratories and the MIT groups continued to make further contributions and to 
publish additional papers. 

Two of the papers [5,7] in the Special Centennial Issue of the MTT Transactions contain 
detailed treatments of the contributions made by Southworth and Barrow. A two-page 
summary (pp. 1024 and 1025) is given in paper [7], whereas essentially the whole of paper 
[5] (pp. 963-969) is devoted to these developments. 

C. The World-War II Period 

The microwave field made striking advances during the World-War n period as a result 
of the tremendous push to develop centimeter-wave radar systems. The development in the 
late 1930s in Great Britain of a magnetron capable of reliably producing centimeter 
wavelengths served as the motivation for this push because it provided the Allies with the 
promise of something unique ~ centimeter-wave radar. It was known that Japan had 
developed UHF radar, but further progress there was hampered by internal rivalry between 
the Army and the Navy. Curiously, microwave activity in Germany was forbidden during 
World War II because it was believed that it was useless for electronic warfare. 

The center of activity for microwave research and development in the USA was the 
Radiation Laboratory at the Massachusetts Institute of Technology (MIT), where many 
prominent and highly capable individuals were grouped together to produce an unusually 
stimulating and productive working environment. This laboratory had also established a 
variety of satellite laboratories at places like Harvard, Stanford, Brooklyn Polytechnic, and 
Columbia, and also worked closely with the Telecommunications Research Establishment in 
England and McGill University in Canada. After the war, the Radiation Laboratory 
coordinated the writing of a set of 28 volumes covering in great detail the many 
achievements developed during the five-year period of the Laboratory's existence. This 
Radiation Laboratory Series of books established the state of the art and served as an 
invaluable guide for the next generation of engineers in the microwave field. The enormous 
advances made during the war period, and the knowledge made available by the Radiation 
Laboratory Series of books, allowed the microwave field to develop very rapidly after the 
war and enabled the U.S. to establish a predominant position in this field. 

The fundamental guiding structure on which most of the microwave circuitry was based 
was the hollow metal rectangular waveguide. An extensive number of clever and effective 
components were invented and developed during this period, and these in turn were 
employed in a variety of systems. The early designs of these components were hampered 
by the lack of information regarding the behavior of discontinuities in these structures. A 
systematic program was established, addressing both the development of new theoretical 
techniques and the precise measurements of various specific discontinuities. Nathan 
Marcuvitz had the responsibility for the measurements, and Julian S. Schwinger was the 
outstanding figure among the theorists. 

By chance, they lived in the same rooming house and grew to be good friends. 
However, Schwinger worked during the night and slept all day. Marcuvitz would therefore 
wake him up at 7:30 PM, and they would go to dinner. After that they would often discuss 
their research problems until midnight, after which Marcuvitz would go to bed and 
Schwinger would begin his work.   From these discussions Schwinger learned about 



engineering and Marcuvitz developed into an excellent theorist, for which he is known 
primarily. As is well known, theoretical and measured results for many discontinuity 
structures in rectangular waveguide were compiled by Marcuvitz and published as the 
Waveguide Handbook [14], which was Vol. 10 of the Radiation Laboratory Series, and 
was very widely used. Schwinger was later prevailed upon to get up earlier (in the 
afternoon) in order to present a series of lectures to his fellow theorists; notes on these 
lectures, which later became famous, were taken by David S. Saxon [15]. Further details 
regarding the characterization of waveguide discontinuities during the World-War II period 
may be found in pp. 1027-1030 of [7]. 

Using these theoretical expressions for the equivalent circuits of discontinuities in 
rectangular waveguide, derived by Schwinger and his colleagues, and also by others, it 
became easy to design components in rectangular waveguide quite accurately. The demand 
for guiding structures capable of greater bandwidth, however, caused people to look at 
alternative structures, and ultimately led to the design and widespread use of microwave 
integrated circuits. The highlights in the transition from hollow rectangular waveguides to 
the printed-circuit transmission lines used in microwave integrated circuits are summarized 
in the next section, together with remarks concerning the physical principles involved. 

II.   THE TRANSITION FROM HOLLOW PIPES TO PRINTED CIRCUITS 

A. Rectangular Waveguides (One Conductor) and Coaxial Lines (Two 
Conductors) 

The microwave industry blossomed rapidly after World War II, with applications to 
radar, communications, electronic warfare, and so on. Hollow rectangular waveguides 
were employed almost exclusively in these microwave systems, and the circuits that used 
them leaned heavily on the designs developed during World War II. Further improvements 
in performance were of course being made continually, but, after a few years, it was 
recognized that the type of guiding structure being used suffered from an inherent limitation 
with respect to bandwidth. 

Rectangular waveguide was a member of the class of guiding structures called 
"uniconductor waveguides," in which the power was transmitted along the inside of a 
hollow metallic pipe in order to prevent loss by radiation. The basic properties of guidance 
by such hollow pipes was understood very early on, beginning with Lord Rayleigh's 
analysis in 1897 [3] and then rediscovered [11-13] during the 1930s. The major physical 
feature was the phenomenon of cutoff frequency, below which the mode could not 
propagate. The cross section of the rectangular waveguide was designed to have a width 
that was equal to or slightly greater than twice that of its height, to insure that the cutoff 
frequency of the first higher-order mode was not less than twice that of the dominant 
mode.The dominant mode could then propagate alone between its cutoff frequency and that 
of the first higher-order mode, so that, in principle, the guide could support single-mode 
propagation over a two-to-one frequency range. Because of increased loss due to the finite 
conductivity of the metal in the neighborhood of the cutoff for each mode, however, the 
frequency range for single-mode propagation was significantly less than two-to-one in 
practice. 

Much creative effort was expended in attempting to increase the frequency range for 
single-mode transmission. One direction involved modifying the rectangular waveguide 
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cross section, but retaining the uniconductor-guide approach. A notable example was ridge 
waveguide, in which the height of the center portion of the cross section was depressed, 
thereby reducing the cutoff frequency of the dominant mode strongly while changing that 
for the first higher-order mode only slightly. Sketches of rectangular waveguide and of one 
type of ridge guide are shown in Fig. 1. The improvement with ridge guide was significant 
but not sufficient, and it was finally appreciated that the uniconductor approach had to be 
given up altogether. 

Rectangular Guide Ridge Guide 

Fig. 1 Cross sections of two examples of uniconductor (hollow-pipe) waveguides: rectangular 
guide and one form of ridge guide. Ridge guide serves to increase the bandwidth of the dominant 
mode. 

The next step, a very big one, was to recognize that two conductors were necessary. 
Examples of such guiding structures are coaxial line, two-wire line, parallel-plate guide, 
etc., which were certainly not new to electromagnetics, but they were now being looked at 
in a new light. 

Two conductors allow the presence of an additional mode, the TEM mode, which can 
propagate down to zero frequency but cannot exist in uniconductor waveguides. All of the 
TE and TM modes that are possible in uniconductor guides are also present in two- 
conductor guides, as higher-order modes. These TE and TM modes all have cutoff 
frequencies, however, whereas the TEM mode exists at all frequencies. The bandwidth for 
single-mode propagation therefore extends from zero frequency to the cutoff frequency of 
the first higher-order mode. If the cross section of the two-conductor guiding structure is 
made smaller, furthermore, the cutoff frequency of the first higher-order mode is increased, 
thereby extending even further the range of single-mode propagation. Two-conductor 
guides therefore offer these two huge advantages: 

(a) Extremely wide-band single-mode performance, as discussed above, 
and 

(b) The possibility of miniaturization, because the TEM mode can propagate no 
matter how small the cross section is made. For uniconductor guides, the cross section 
must maintain a certain size which depends on the operating frequency. 

The first two-conductor structure that was examined seriously in this new light was 
coaxial line. However, two problems presented themselves. The first was the fact that it 
was expensive and even difficult to build components in coaxial line; the second was the 
absence of a longitudinal component of field in the TEM mode, so that designs for many 
components in rectangular waveguide which made use of the longitudinal component could 
not be carried over to coaxial line. 
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In order to minimize the fabrication difficulties and expense, flattened versions of 
coaxial line were introduced. The design of new components using the TEM mode required 
ingenuity, however. In Fig. 2 we see the cross sections of the usual coaxial line and of one 
of the flattened versions. The flattened versions were fitted with input and output coaxial 
connectors. 

Coaxial Line Flattened Version 

Fig. 2 Cross sections of two examples of early two-conductor transmission lines: the usual 
coaxial line and a flattened version of it. Two-conductor lines permit very wide-band single-mode 
performance, and miniaturization. 

Soon afterwards these flattened versions were supplanted by an even more flattened 
version, the printed-circuit strip line, and later by its competitor, microstrip line. These lines 
are discussed in the next section, but it is important to note that they use two conductors. 
The use of rectangular waveguide continued strongly for applications not requiring wide- 
band performance, but the extent of its use gradually diminished with time. Rectangular 
waveguides are still employed today, but usually for specialized applications such as high-Q 
filters and high power. 

B. The Competition Between Strip Line and Microstrip Line 

The concept that led to the flattened versions of coaxial line was extended in a much 
bolder way by Robert M. Barrett in 1952 [16]. He envisionised a transmission line that 
would not only be a flattened coaxial line but which could also be printed, and fabricated 
by etching or by a silk-screen process using a metallic ink, for example. His structure was 
essentially that shown in Fig. 3(a), and became known as strip transmission line, or 
strip line. He actually foresaw complete "microwave printed circuits" using this 
transmission line as the basis. 

Barrett was the prime mover in the development of this concept, and, in his role at the 
Air Force Cambridge Research Center (now called Rome Laboratory at Hanscom Field, 
MA), he furnished contract money and coordinated the exchange of information among the 
organizations he supported in these studies. These organizations included the Airborne 
Instruments Laboratory (AIL), Tufts College, The Polytechnic Institute of Brooklyn, and 
Sanders Associates. Barrett wrote a popular article [17] early on, in 1952, to encourage 
interest in this new type of waveguide. He stressed the simplicity of the structure, its 
printed-circuit nature, and other of its virtues. In recognition of his fundamental 
contribution, the IEEE Microwave Theory and Techniques Society presented him its Pioneer 
Award in 1992. 

Shortly after the appearance of Barrett's article [17], a group of engineers from the 
Federal Telecommunications Laboratories of ITT presented a series of three papers [18-20] 
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on microstrip line. Developed completely independently, the structure of microstrip line, 
shown in Fig. 3(b), was conceived as a modification of a (bisected) two-wire transmission 
line rather than coaxial line. In their papers, the authors presented the concept, an 
approximate theory, and various components. 

V   t  ) 

(b)   Microstrip Line 

Fig. 3 The earliest two examples of printed-circuit transmission lines:  (a) strip line, and (b) 
microstrip line. The cross sections are shown, together with the electric field lines. 

Progress on strip line and microstrip line proceeded so rapidly that a full-scale 
symposium on Microwave Strip Circuits was held in October, 1954 at Tufts College under 
the sponsorship of AFCRC. At this symposium, the Proceedings of which were published 
as a special issue of the IRE Transactions on Microwave Theory and Techniques in March 
1955 [21], the extensive developments on microstrip line were summarized in a paper by M. 
Arditi [22], but it became clear from the rest of the presentations that only ITT was working 
on microstrip and that everyone else was using strip line. 

There were good and valid technical reasons for the preference for strip line. There 
were two basic structural versions of strip line available commercially. The one made by 
ADL, called "Stripline," supported the center strip by using a very thin dielectric sheet on 
which the center strip was printed on both sides and registered together. The dielectric sheet 
is located in a region of minimum field, so that the structure is basically air-filled. The 
second version, made by Sanders Associates and called "Tri-plate," placed the strip centrally 
between two identical layers of dielectric material; the structure is therefore completely 
dielectric-filled. Because, in either version, the region between the two outer metal plates of 
strip line contains only a single medium, the phase velocity and the characteristic impedance 
of the dominant (purely TEM) mode do not vary with frequency. Furthermore, because of 
the symmetry of the structure, all discontinuity elements in the plane of the center strip are 
purely reactive. 

In the case of microstrip line, the strip must be supported by placing it on a dielectric 
layer. As a result, the transmission-line cross section contains two different media, so that 
the dominant mode becomes hybrid, not TEM. Therefore the phase velocity, characteristic 
impedance, and field variation in the guide cross section all become mildly frequency 
dependent. Furthermore, because of the symmetry unbalance, all discontinuity elements 
possess some resistive content and therefore radiate to some extent in the form of surface 
waves on the surrounding dielectric layer and into space waves if there is no top cover. 
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Practioners in the field quickly compared the advantages and disadvantages of strip line 
with those of microstrip line, and saw the following: For strip line, the dominant mode was 
a TEM mode with a simple field configuration, the mode is nondispersive, and 
discontinuities in the strip plane were purely reactive. For microstrip line, the dominant 
mode was a hybrid mode, with all six field components, the mode was dispersive so 
that frequency dependences had to be taken into account in the designs, and discontinuities 
in the strip plane were resistive as well as reactive, resulting in some radiation into 
surface waves and space waves. We must also recall that at that time each component was 
packaged separately, with coaxial input and output connectors; there was therefore little 
attempt to reduce the size of the line's cross section, so that the performance differences 
mentioned above were actually not negligible. 

AIL stressed the radiation feature of microstrip discontinuities by calling AIL's strip line 
"High-Q Stripline." In an oral technical presentation, Eugene G. Fubini of AIL jokingly 
suggested that one could actually use a microstrip dipole element as an antenna. That 
remark led to a confrontation with ITT, and Fubini withdrew the comment (but not the name 
High-Q Stripline). It is ironic that some 15 years later microstrip patch antennas were 
proposed and turned out to be highly successful. 

With all of these negative features arrayed against microstrip, it is not surprising that 
within a relatively short time the symmetrical form of strip line was the clear winner, and 
microstrip stayed in the background for another decade. 

Some time around the mid-1960s, the concept of microwave integrated circuits 
began to take hold. It was realized that it was not necessary to package each component 
separately and then connect them using separate connectors. Since the strip circuits were 
basically printed anyway, why not combine several components into a single package and 
connect them directly to each other within the same package? An example of a portion of a 
microwave integrated circuit is sketched in Fig. 4, which consists of, from left to right, a 
directional coupler, a simple filter, a mitered right-angle bend, and a tee junction, all 
connected directly. Because several components were contained within the same package, 
there was a natural tendency to reduce the cross sections of the printed-circuit transmission 
lines to prevent the package from appearing too large. This tendency toward miniaturization 
was enhanced by the growing availability of improved substrate materials, particularly 
alumina with its high value of dielectric constant. The trend toward miniaturization 
accelerated rapidly, and the contrast between the integrated-circuit packages and those they 
were designed to replace, which used rectangular waveguide, were dramatic with respect to 
the reduction in size and weight. 

Fig. 4 A sketch of a portion of a microwave integrated circuit, where the individual components 
are connected directly together. 
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Both strip line and microstrip line (one or the other) were used in these miniaturized 
microwave integrated circuits. As a result of the miniaturization process, which 
substantially reduced the size of the transmission-line cross section, both the reactive and the 
resistive contents of the microstrip discontinuity elements were greatly reduced, thereby 
removing one of the prime objections to the original microstrip circuits. In addition, the 
effect of dispersion on the phase velocity and the characteristic impedance became greatly 
reduced. The electrical performance properties of microstrip line therefore became 
essentially equivalent to those of strip line at the UHF and low microwave frequencies used 
then. 

When active circuit elements were employed with semiconductor substrates, it was more 
convenient to use microstrip line because it was no longer necessary to maintain symmetry 
in the cross section. The first big push in this direction involved the development by Texas 
Instruments [23] of a sophisticated transmit-receive module for a phased array program 
named MERA (Molecular Electronics for Radar Applications). Microstrip line gradually 
caught the imagination of microwave designers, and, after only a few short years, 
microstrip line effectively replaced strip line as the dominant transmission line used in 
microwave integrated circuits. The symmetrical form of strip line is still essential when 
extremely wide-band performance is required, for power dividers or directional couplers, 
for example, because strip line is dispersionlessl It is interesting, if not ironic, that the roles 
of strip line and microstrip line had reversed so completely as a result of miniaturization, 
which removed the performance limitations possessed earlier by microstrip line, and the 
feeling that microstrip line was easier to use. 

Further details regarding the theoretical research efforts on strip line may be found on 
pp. 1032-1034 of [7]; an overview of microwave integrated circuits is given in [24]; a 
detailed description of strip-line circuits and circuit designs appeared in [25]; and many 
details regarding the MERA program and early developments in monolithic microwave 
integrated circuits more generally may be found in [23]. 

C. Assessment of Developments Since the 1960s 

During the late 1960s new types of printed-circuit transmission lines were proposed, 
although they did not become popular until later. These were the slot line [26] and the 
coplanar waveguide [27], due to Seymour B. Cohn and C. P. Wen, respectively, both 
in 1969. They both involved printing on only the top of the dielectric layer, but they 
possessed opposite electrical bisection symmetries. Modifications in these lines were 
introduced as time passed. The side conducting plates in these lines extended laterally to the 
edges of the package, to transverse "infinity." One type of modification was therefore to 
make these side plates finite in width, effectively changing them from plates to strips. For 
slot line, the modified structure was called "coplanar strips." A second modification 
involved the introduction of a ground plane under the dielectric layer, the lines were then 
designated as "conductor-backed." Conductor backing produced several advantages, such 
as greater mechanical strength, a heat sink, and a better value of characteristic impedance. 
When the side plates were "infinite" transversely, however, these conductor-backed lines 
become leaky at all frequencies [28], requiring some modification to make them practical 
[29,30]. Cross sections of these various lines are illustrated in Fig. 5. In some circuits, 
transmission lines of opposite bisection symmetry are combined together; sometimes, when 
conductor backing is not used, these lines are called "uni-planar" lines. 
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Slot Line Coplanar Strips 

Coplanar Waveguide CPW of Finite Width 

Fig. 5 Other printed-circuit transmission lines: slot line and coplanar waveguide of infinite width 
and finite width. Slot line of finite width is called coplanar strips. Conductor-backed versions of 
these lines involve placing a ground plane underneath the dielectric layer. 

As time passed, and circuit sophistication improved, more accurate characterizations of 
the line discontinuities were required, and higher frequencies were employed. In response 
to these needs, remarkable progress was made in the development of new and improved 
numerical techniques and their combination with analytical methods. Such progress is 
actively continuing today. 

With respect to the frequencies employed, the important consideration is the substrate 
height h relative to the wavelength Xo- If one operates at a higher frequency, but scales all 
dimensions accordingly, maintaining the ratio of h/Xo, then the calculation method used at 
the lower frequency will yield similar accuracy at the higher frequency. (Of course, the 
value of er (or ßr) is not expected to be scalable.) As the millimeter-wave range is 
approached, however, it becomes difficult to scale the substrate height because the substrate 
cannot be made too thin. As a result, the ratio h/Xo must be increased, so that the dispersion 
behavior becomes more pronounced and the reactive and resistive contents of the line 
discontinuities increase significantly. Dynamic, or full-wave, solutions for the 
transmission-line behavior then become necessary. 

When the value of hlXo increases even further, it is found that all kinds of new 
physical effects occur. Among these effects are leakage from dominant modes, which 
were initially assumed to be purely bound at all frequencies, the behavior of higher-order 
modes, particularly in the vicinity of cutoff, where they become leaky over a narrow 
frequency range, interactions with modes of the package, and loss effects, which may also 
be unusual at lower frequencies. When these effects occur they are not simply interesting, 
but they can cause crosstalk, power loss, and package resonances, which can seriously 
affect circuit performance. Most of these effects either do not arise at lower frequencies or 
their impact is less significant. 

I have found it conceptually convenient to view the development of microwave 
integrated circuits as occurring in three stages, corresponding simultaneously to time periods 
and to the types of solutions required to characterize the circuit performance. These three 
stages of microwave integrated circuits are summarized in Table 1, and they follow 
the discussion above. 
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Table 1.     THE THREE STAGES OF MICROWAVE INTEGRATED 
CIRCUITS 

1. QUASI-STATIC   SOLUTIONS   (Early to late 1970s) 

Valid for:    thin substrates 
cross1 sections small compared to XQ 

Yielded:      low-frequency  solutions 
reactive discontinuities (L and C) 

2. DYNAMIC (FULL-WAVE) SOLUTIONS (Late 1970s, 1980s) 

Valid for:    operation at higher frequencies 

Yielded:      dispersion behavior 
resistive, as well as reactive, discontinuities 

3. NEW PHYSICAL EFFECTS AT HIGHER FREQUENCIES 
(Late  1980s,  1990s) 

Behavior of higher-order modes (leaky near cutoff) 
Power leakage from dominant modes 
Interactions with modes of the package 
Anomalous loss effects 

An additional remark should be made in connection with the monolithic microwave 
integrated circuits (MMICs) made on a chip, which have within the past decade become 
much more widely used and more complex and sophisticated in character. Because the 
fabrication process permits these chips to become so small, the regime on the chip itself 
corresponds to stage 1, for which quasi-static solutions are valid, even if the operating 
frequency is very high. On the chip, therefore, the discontinuities are characterized in low- 
frequency terms. However, we must remember that the MMIC chip must connect to other 
portions of the overall circuit, so that, depending on the operating frequency, those other 
portions may need to be viewed as being in stage 2 or stage 3. 
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INTRODUCTION 

The United States is embarking on a period of great opportunity in the field of 
monolithic microwave integrated circuits (MMICs) created by two phenomena of historical 
significance. The first was the large U.S. Investment in MMIC technology driven largely by 
the military need for small, lightweight, and conformable electronically steered active 
antennas (i.e., phased arrays). Much of this investment was made through the DARPA 
MIMIC (Microwave and Millimeter-Wave Monolithic Integrated Circuit) and MAFET 
(Microwave and Analog Front-End Technology) Programs. It has created a design and 
manufacturing base in MMICs and MMIC-based assemblies and modules that spans across 
the industrial, military, and academic circles. 

The second phenomenon has been the recent explosive growth of wireless 
communications at lower microwave frequencies. The wireless phenomenon has been driven 
to some extent by the "information revolution" and the associated spectacular success of the 
Internet (a DARPA by-product from the 1970s). Wireless communications will support 
many features of the Internet but with the additional benefits of operation in a mobile or 
remote environment and communication with much greater instantaneous bandwidth. The 
latter feature is noteworthy because it will enable the transmission of video in real time. For 
example, the FCC has allocated bandwidth in the "supernet band" between 5.15 and 5.35 
GHz for wireless communications, which represents roughly 2000 times the data-rate 
capacity as available on the Internet (assuming standard 128 KB ISDN connection). 

Along with this opportunity comes a challenge for the MMIC community. With the 
diminishing investment in MMIC research and development by the U.S. Department of 
Defense and the strict cost/size/weight requirements on components in commercial 
applications, MMICs must make a quantum leap of improvement in performance-to-cost (P- 
C) ratio to stay ahead of the competition: high-speed Si-based ICs (e.g., silicon-on-insulator 
and SiGe-on-Si) at the lower microwave frequencies and lower power levels, and 
miniaturized vacuum tubes (e.g.,   microwave power modules,  or  MPMs)  at higher 

Directions for the Next Generation of MMIC Devices and Systems 
Edited by N. K. Das and H. L. Bertoni, Plenum Press, New York, 1997 19 



frequencies and power levels. Given this situation, it is prudent for any investor in MMIC 
technology to adopt a plan whereby limited investment time and funds can result in 
significant advantages over the competition or, better yet, in unique capabilities that meet 
critical technology needs within the growing microwave and millimeter-wave systems arena. 

The purpose of this overview is to document the technical plan of the most recent 
Phase (Thrust-3) of the DARPA Microwave and Analog Front-End Technology (MAFET) 
Program. It begins with a discussion of program strategy and then briefly summarizes the 
technical areas that the program is divided into. Following this summary, several near-term 
system applications are mentioned and a few long-term applications are postulated. 

PROGRAM STRATEGY 

In active microwave and millimeter-wave systems, there is probably no greater 
enabling factor than low-cost solid-state coherent power. Transmit power directly improves 
the signal-to-noise ratio in communications and radar systems under ideal (i.e., receiver- 
noise-limited) conditions. And when transmit-power-dependent noise occurs, such as clutter 
in radar or multipath in communications, excess power is enabling because it can be traded 
off in favor other system functionality (e.g., polarization diversification) that helps ascertain 
the nature of the noise and leads to its reduction by further alteration in system conditions or 

by signal processing. 
Low-cost solid-state power is also enabling from a system-economy standpoint. 

Because the cost of the power components usually exceeds the cost of the other electronics 
greatly, a substantial reduction in these components translates directly into a significant 
reduction in overall system cost. Given this advantage, the system designer can invest the 
savings in more power components, greater system functionality, signal processing, or other 
system improvements. 

In the MAFET Thrust-3 program, radical technological approaches are targeted for 
solid-state generator and transmitter technology that alleviate the difficulty and expense of 
conventional MMICs and MMIC-based modules in generating and controlling the large 
transmit power levels (i.e., > 100 W at microwave frequencies; > 10 W at millimeter wave) 
of most military radar and communications systems. Two of these approaches pertain to 
power generation specifically: (1) high-power transistor technology, primarily for microwave 
frequencies, and (2) quasi-optical power combining, primarily for millimeter-wave 
frequencies. Two of the other technical approaches pertain to the control of large power 
levels: (1) microelectromechanical-(MEM)-switch phase shifters for microwave and 
millimeter-wave frequencies, and (2) novel electromagnetic materials and micromachining for 
millimeter-wave frequencies. 

In defining these technical approaches, it was decided to limit the microwave band of 
interest from 10 to 30 GHz, and limit the millimeter-wave band from 30 to 100 GHz. In the 
lower band, the microwave frequencies below 10 GHz are viewed with somewhat less 
interest in the MAFET-3 Program because of the rather satisfactory performance of existing 
solid-state power generation and control (e.g., transmit/receive-module) technology in this 
region and because of the already-large R&D activity by other sectors within the Department 
of Defense. This is not to imply that the cost of this technology is low enough for existing 
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applications, particularly those in the commercial market. However, cost alone is not 
considered to be an adequate driving factor for a Program as far-reaching as MAFET. 

In the millimeter-wave band, frequencies above 100 GHz are viewed with somewhat 
less interest because of the lack of military system applications in this region. This is not to 
imply that technical arguments for military systems are lacking or to deny the rather large 
scientific (e.g., ultrafast, chemistry, astrophysics, materials science) activity in this region. 
For example, it has long been agreed that operating at the higher frequencies will yield 
improved spatial resolution per unit area of aperture, so that the system size and weight can 
be reduced substantially. The problem is that these advantages tend to get offset by the well- 
known opacity of the atmosphere, and the unavoidable inferior performance and high cost of 
electronic devices that operate at these frequencies. 

In all of the MAFET-3 technical approaches, monolithic integration is a paramount 
requirement for two reasons. First, integration will reduce the development time by taking 
timely advantage of the widespread MMC and MCA design and manufacturing capability 
established by the DARPA MIMIC Program and the first two Thrusts of the MAFET 
Program. Second, integration should lead to lower cost than made possible by bulk or 
hybrid fabrication given high enough process yield and an adequate throughput. This 
reasoning has spawned a MAFET-3 programmatic goal of a 1 Ox increase in the P-C ratio of 
solid-state power-generation and control MMICs. The logical performance metric for this 
program is transmitter power radiated into free space since that necessarily includes the 
performance of power-control components and circuits that occur just before or after the 
power-generation stage. And, of course, a substantial improvement in the watts-per-dollar of 
solid-state transmitters is fully consistent with the compelling DoD need to make active 
microwave systems more affordable. 

POWER-GENERATION TECHNOLOGY 

Within the MMIC context, the problem of power generation follows largely from the 
fact that individual semiconductor transistors can not produce cw power levels close to those 
required for most active systems. Consequently, power combining must be practiced, which 
is greatly limited in efficiency by losses in the circuits used for the combining. For example, 
in the standard binary-type corporate combiner shown in Fig. 1, the output power can be 
derived as P0UT = P02

KEK, where P0UT is the total output power, P0 is the output power 
that each amplifier would produce acting alone, K is the number of stages of combining, E is 
the efficiency per stage, and N=2K is the total number of devices. This leads to a combining 
efficiency of TJ = EK . As an example, with a combiner loss of 1.0 dB (E=79%) per stage, 
the combining efficiency for three stages (16 transistors) is limited to 50%. The more stages 
that are required to achieve sufficient power, the more that small unavoidable losses can 
hinder performance, not to mention the limitations that can be imposed on the instantaneous 
bandwidth of the overall circuit. 

Microwave Frequencies 

A straightforward solution to the power-combining problem at microwave 
frequencies is to reduce the number of stages by virtue of increasing the output power of each 
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Figure 1.   Schematic diagram of binary power combining circuit, commonly used in planar 
microwave integrated circuits (after Ref. 1). 

individual amplifier. This is the strategy that has been adopted in the MAFET-3 through 
investment in transistor amplifiers made from the wide-band-gap materials GaN and SiC. 
Transistors made from these materials have three advantages over the conventional GaAs and 
InP. First, the electric breakdown field is much higher, for example, 5 x 106 V/cm in GaN 
compared to 5 x 105 V/cm in GaAs. This means that the transistor can sustain much larger 
bias voltage, roughly one order of magnitude, in a transistor of a given type and geometry. 
Second, the thermal conductivity is higher, 1.3 W/cm-K in GaN compared to 0.45 W/cm-K 
in GaAs. This is very important because the dc power dissipated by these transistors will 
necessarily increase compared to conventional transistors, not because they are any less 
efficient, but because they are operating with so much more bias power. Third, the electron 
drift velocity is much higher at the large electric fields that necessarily occur in power 
amplifiers. In fact, the electronic drift velocity in GaN is about 2.5xl07 cm/s at an electric 
field of 1.5xl05 V/cm. This is to be compared to a peak velocity in GaAs of 2.0xl07 cm/s at 
an electric field of l.OxlO5 V/cm. The benefit of the higher drift velocity is that these 
transistors will operate with greatest speed and bandwidth at a high field. 

An impressive demonstration of the high-field advantage has been presented recently 
by the group at U.C. Santa Barbara.2 Shown in Fig. 2 is are common-source current-voltage 
curves of their device, a GaN/AlGaN MODFET having a 1.0-pm gate length, a 2.0-pm 
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Figure 2.   Common-source room-temperature current-voltage characteristics of GaN/AlGaN 
MODFET fabricated at the University of California, Santa Barbara (after Ref. 2). 

gate-drain separation, a 4.0-pm drain-source separation, and a 75-|jm gate width. The active 
layer of this device was grown by organometallic chemical vapor deposition on a sapphire 
substrate. Note that the drain-source voltage is plotted up to 100 V, proving that the GaN 
device can withstand very high internal electric fields compared to conventional microwave 
transistors. In a follow-on experiment, the maximum drain-source voltage, V™, on this 
same device was increased up to 220 V.3 In both experiments, the maximum specific drain- 
source current, I™, is approximately 150 A/mm of gate width. In contrast, a GaAs/AlGaAs 
MODFET having practically the same geometry as the above GaN device would likely 
undergo electrical breakdown at a drain-source voltage of roughly 15 V. The greater current 
density of the GaAs device follows largely from its higher mobility at low bias fields. 

From general power amplifier theory, MODFETs can deliver a specific power of 
POUT 

= (1/8)V™|X • IDS' 
wrien operated as a class-A amplifier (quiescent point in the center 

of the active drain-source bias region). Taking these parameters directly from the I-V 
curves yields P0UT » 2 W per mm of gate width from the UCSB GaN MODFET. This is 
already higher than most, if not all, microwave GaAs-based MODFETs fabricated to date. A 
reduction in gate length to 0.5 micron or less, as commonly done in GaAs MODFETs, would 
likely increase this power density substantially simply through the associated increase in 
Ißf. A specific power in the range of 5-to 10 W/mm is quite conceivable. GaN is able to 
reach this high power density in a way similar to vacuum-tube amplifiers (e.g., traveling- 
wave tubes): much higher bias voltages than in conventional semiconductor power transistors 
at lower current density. Note, however, that the attainment of just 2 W/mm in GaN 
transistors will require excellent thermal management - difficult to achieve in the present state 
of GaN fabricated on a sapphire substrate. To address this problem, thermal management 
will be pursued vigorously in all of the MAFET-3 projects on high-power transistors. 
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Millimeter-Wave Frequencies 

At millimeter-wave frequencies (> 30 GHz), the strategy given above becomes 
problematic simply because of the present-day difficulty in making the wide-band-gap 
semiconductor transistors operate efficiently at these frequencies. On the other hand, devices 
that are fast enough to operate at these frequencies, such as MODFETs made from InP-based 
materials, produce substantially lower levels of power at millimeter-waves than they do at 
microwave frequencies, exacerbating the problem of power combining. One possible 
solution to this problem, and the strategy adopted in MAFET-3 at millimeter-wave 
frequencies, is quasi-optical power combining. 

Quasi-optics is a branch of millimeter-wave technology whereby optical methods are 
used to perform at least one function within a component or sub-system. By definition, the 
optical methods involve the interaction of radiation with components that are many 
wavelengths in spatial extent, so that diffraction effects can be largely ignored. Such is the 
case in the plane-wave type quasi-optical amplifiers, such as that shown schematically in Fig. 
3(a). The amplifier consists of a two-dimensional grid of transistor gain elements connected 
to nearest neighbors by metal lines. The spacing between nearest neighbors is necessarily 
much less than X/2, so that the entire grid can be thought of as an active layer, in some cases 
representable electrically by a negative sheet resistance. In this way, the grid behaves in a 
similar way to an optical laser, each gain element being much smaller than a wavelength and 
contributing to the passing electromagnetic wave in a minuscule way. But, as in a laser, the 
collective action of all elements together leads to a large net gain in the passing wave. 

One important distinction between electronic plane-wave amplifiers and lasers is that 
the electronic gain elements, be they transistors or diodes, have a much broader gain 
bandwidth, generally extending from dc to millimeter-wave frequencies. In contrast, atomic 
gam elements usually have a very narrow gain bandwidth associated with an atomic or 
molecular quantum-state transition. Hence it is quite possible for the electronic elements to 
oscillate at frequencies far away from the plane-wave input frequency through spurious 
modes of the grid circuit or by regenerative feedback between the output of the grid and the 
input. To suppress the former effect, loss has to be introduced in the grid bias circuit, which 
causes consumes dc and rf power and causes inefficiency in the amplification process. To 
suppress the latter effect, the gain elements are connected on the grid so that the output plane- 
wave polarization is orthogonal to the input polarization. The polarizers shown in Fig. 3(a) 

impose this orthogonality. 
One group that has been very active in the development of quasi-optical devices is at 

the California Institute of Technology. Their pioneering work was with quasi-optical grid 
oscillators, which culminated in 1994 with the demonstration of a 10-W-total-output single- 
frequency hybrid-MESFET oscillator near 10 GHz.4 Remarkably, the dc-to-microwave 
generation efficiency of this oscillator was 23%. In more recent work, they have 
concentrated on grid amplifiers under the notion that amplifiers are simpler to design and 
fabricate, and generally more useful than oscillators. Several monolithic grid amplifiers have 
been fabricated in collaboration with the Rockwell Science Center using both HBT and 
HEMT transistors. For example, an HBT grid amplifier containing 36 elements displayed an 
output power of 0.67 W at 40 GHz with a "plane-wave" gain of 5 dB, a 3-dB instantaneous 
bandwidth of 1.8 GHz, and a power-added efficiency of 4%.5  In addition, a 36-element 
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Figure 3. Schematic diagram of power combining strategy in quasi-optical power amplifiers, 
(a) Plane-wave type, in which the triangles represent gain elements (e.g, transistor amplifiers) 
that are connected on a two dimensional grid. Although not visible here, the input connection 
to the amplifier and the output connections are generally perpendicular so that the input and 
output beams are coupled to orthogonal polariations. This is important in isolating the input 
and output beams, (b) Active array type, in which the triangles represent gain elements that are 
connected directly to a planar (e.g., dipole) antenna. The output of the gain element is fed 
through the substrate to a second (output) antenna. The output antenna is designed to radiate 
with an orthogonal polarization to the input, again, for input-output isolation. 
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pHEMT grid displayed a peak gain of 6.5 dB at 44 GHz with an instantaneous bandwidth of 
approximately 5%.6 The output power of this grid has not been reported yet; however, the 
gain bandwidth has been varied from 44-to-60 GHz by mechanically changing the positions 
of the external polarizer and a tuning slab. This degree of tuning is very difficult to achieve 
in conventional MMIC power amplifiers. 

Note that the shift of emphasis from grid oscillators to amplifiers is very similar to the 
trend that has occurred over the past decade with powerful semiconductor sources at optical 
wavelengths. In the 1980s, researchers investigated diode-laser arrays with the hope of 
achieving coherent optical combining and single frequency operation. Great difficulties 
ensued, which lead to the simpler and more successful approach of a diode-laser power 
amplifier fed by a diode-laser master oscillator. This approach is now producing Watt-level 
single-frequency sources at wavelengths around 1 micron. 

An alternative geometry to the grid that still produces beam amplification and, hence, 
power combining in free space is the active array approach, shown schematically in Fig. 
3(b). In this case, the elements of the amplifier are separated by approximately X/2 and are 
connected to on-chip planar antennas to increase the electromagnetic fill factor. In many 
ways, this approach is a monolithic version of the phased arrays often used in electronically 
steered active antennas. The majority of contemporary phased arrays use a T/R module for 
each element, or rows of modules to build up the entire array. Fully monolithic arrays could 
greatly reduce the cost per radiated watt, particularly at millimeter-wave frequencies. The 
potential of the active-array architecture has been demonstrated by a hybrid approach has 
been demonstrated recently by an active array consisting of low-cost GaAs-MESFET MMICs 
mounted at each element of the array.7 The measured output power was approximately 3 W 
near 29 GHz, which represents the highest power measured from any quasi-optical amplifier 
at mm-wave frequencies. 

POWER-CONTROL TECHNOLOGY 

Another important factor in generating large power levels with solid-state circuits is 
the efficiency of power-control devices and circuits. One of the most ubiquitous power 
control functions at microwave and millimeter-wave frequencies is phase shifting since it is 
intrinsic to the operation of beam steering in phased array active antennas. For the reason of 
integration (and hence, low cost), the phase shifting has often been carried out with the same 
device used in the power amplifiers - most commonly a microwave FET. Unfortunately, an 
FET, by its nature, is not a particularly good device for phase shifting. This is because the 
FET is used as a resistive (on/off) switch in this role, and the on resistance of FETs is very 
difficult to make negligible. Typically, the finite on-resistance leads to an insertion loss of 1 
dB (i.e., 21%). And because two or more FET switches are required for each bit of phase 
shift (in a binary phase shifter), more than half of the transmit power can easily be lost to 
these phase shifters, which is costly in several ways. 

Two ubiquitous power-control circuits are combiners (e.g., 3-dB Lange coupler) and 
planar antennas. In both circuits, performance is often limited by the problem of losses and 
parasitics in planar transmission lines when fabricated on substrates, such as GaAs or Si, 
having a large dielectric constant. While progress has been made in solving this problem by 
recent MCA and high-density microwave packaging (HDMP) development, these techniques 
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techniques lack the monolithic integration advantage so that packaging costs can dominate the 
overall cost of the transmitter electronics. An alternative approach, addressed below, is to 
maintain the MMIC approach but eliminate the source of the parasitics by removing the 
substrate (or superstate) material in the region immediately below or above the circuit. 

MEM-Switch Phase Shifters 

A much more natural device for phase shifting is the microelectromechanical (MEM) 
switch. In essence, this is a miniaturized version of the venerable toggle switch so familiar in 
electronic components. One particularly interesting version is the diaphragm switch shown 
in Fig. 4. It consists of a thin film of metal suspended over a bottom metal contact. The 
bottom contact has a thin layer of insulator on top of it to prevent metal-to-metal contact when 

Switch Up 

i 
JC 

\ ^       - »^ 

Switch Down 

"> > ■« 

Fig. 4.   Cross-sectional view of MEM diaphragm switch in the off (diaphragm up) and on 
(diaphragm down) states (after Ref. 9) 

the suspended film is lowered. This lowering action is actuated by an electrostatic field 
applied between the top and bottom contacts. The advantage of this type of MEM switch is 
the ratio of on-capacitance to off-capacitance. In the off state (with the diaphragm 
suspended), the capacitance is given roughly by the expression 
C0FF = [hA / e0A + hD / eDA]_1 , where hA is the thickness of the air gap, hD is the thickness 
of the insulating layer, eD is the dielectric constant of the insulating layer, and A is the 
effective area of the capacitor. In the on state (with the diaphragm lowered), the capacitance 
is given simply by C0N = £"DA/hD. Hence, the ratio of on-capacitance to off-capacitance is 
given by C0N/

C
OFF " * + eDhA I e0hD > independent of area. As an example, the air gap 

in a typical diaphragm switch is approximately 2 um, the insulator thickness is approximately 
0.1 micron, and its dielectric constant is typically 7.5. This yields an on-to-off ratio of 151. 

This large on-to-off ratio allows the MEM switch to have a low insertion loss in the 
on state and a high isolation in the off state. In data recently taken by the group at Texas 
Instruments, an insertion loss of 0.2 dB has been measured in a MEM diaphragm switch at 
10 GHz.9   The same switch demonstrated an isolation of 15 dB,   This insertion loss is 
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competitive with the best phase-shifter switches presently being used. The isolation requires 
improvement, and will be investigated rigorously in the MAFET-3 Program. 

In the quasi-optical area, MEM switches can also be beneficial as phase shifters, but 
in a different implementation than the planar case. Since quasi-optical planar arrays operate 
on the entire wave-front, the MEM phase shifters can be added to each cell to introduce «he 
proper amount of phase shift required to steer the beam. In many ways, this function is 
similar to that carried out in optics by a prism with the additional benefit that the difference 
between the entry and exit angles of the beam is under electronic control. 

Other Passive Components 

To reduce the losses and parasitics that commonly occur in MMIC combining and 
antenna circuits, the MAFET-3 Program is investigating the following two fabrication 
techniques: (1) removal of the vast majority of the substrate or superstrate in the vicinity of 
the circuit by micromachining, and (2) patterning of the substrate into a photonic crystal - an 
artificial dielectric designed to have a strong polarization-dependent stop band at specified 
frequencies. The limited space of this overview allows for discussion only of the 
micromachining, which offers the following three benefits. First, by only removing material 
from the vicinity of the specified circuit as shown in the cross-sectional views of a patch 
antenna in Fig. 5, the structural integrity and planarity of the MMIC is maintained. Hence, 
micromachined circuits and components can be integrated on the same chips as high-speed 
transistors and other active devices. Second, micromachining tends to become easier as the 
frequency increases. This is because the circuits and passive devices become smaller with 
frequency and, hence, less material has to be removed. Third, micromachining tends to 
eliminate parasitic effects, such as surface mode generation, that are difficult to model and 
impede the MMIC design process. The performance that results from micromachining can be 
close to that of the same circuit or component suspended in free space. 

One of the pioneering efforts in micromachining has taken place at the Univ. of 
Michigan. In work conducted primarily on silicon substrates, near-ideal performance has 
been demonstrated a directional coupler,11 and similar performance is pending in filters and 
interconnects.10 As a results of this success, the MAFET-3 Program has invested in this 
technology to construct a mm-wave solid-state source in which micromachining enables 
highly-efficient three-dimensional combining of the power from InP-based MMICs. 

APPLICATIONS 

MMIC technology is currently planned for insertion into a variety of existing or 
planned military systems. Among these are the Longbow missile-guidance system for the 
Army, the F-22 radar system for the Air Force, and the Aegis fire-control radar for the Navy. 
These are large systems in which the cost of the transmitter electronics is a significant fraction 
of the overall system cost. Hence, a large improvement in the P-C ratio of power MMICs 
should expedite and, hopefully, accelerate the insertion process. 

Realization of the MAFET-3 Program goal of a ten-fold improvement in the P-C ratio 
could greatly augment the insertion opportunities by qualifying for several commercial 
applications. Two examples are wireless radio for personal communications and collision- 
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avoidance radar for automobiles. The communications application is particularly timely 
following the recent FCC auctions of bandwidth for wireless communications well into the 
millimeter-wave region. As discussed above, these bands are broad enough to support video 
transmission. The radar application is well known, but has long been waiting for FCC 
frequency allocation. In the likely event that a frequency of 77 GHz is adopted in 
accordance with the European standards, automobile-scale radar systems will be required in 
great abundance, and low-cost high-power MMICs could offer a very effective solution. 

Metallization 

Patch Antenna 

Figure 5. Cross-sectional view through a micromachined planar patch antenna showing 
shielding in the Si superstate above the coplanar feedline, and significant thinning of the Si 
substrate below the antenna (after Ref. 14). 

In the long term, low-cost high-performance MMCs could drive a class of 
applications associated with what could be coined the "popularization" of communications 
and radar. One example in communications would revolve around the recent FCC allocation 
of 1.1 GHz of bandwidth in the 27.5-to-30 GHz ("28 GHz") band for Local Multipoint 
Distribution Services. This format is intended for a wide variety of new consumer-based 
broadband, two-way interactive video, voice, and data services aimed at two-way 
communications, particularly satellite communications.13 Similar systems would be useful in 
constructing wireless indoor local-area networks that would obviate many of the difficulties 
in communicating with base stations and satellites from inside buildings. Another example 
would be compact, perhaps hand-held, millimeter-wave radar for applications in law 
enforcement, construction, motion detection, etc. In this way, radar would acquire a 
personal embodiment analogous to what it has occurred in wireless communications. 
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Abstract: 

MMIC solutions are a probable/eventual method of driving costs of commercial wireless products to the 
needed goals, and the continuous reduction in cost will be facilitated by increasing volume of product. The 
bill of materials for these RF front ends which drives the cost of the end product, however, includes much 
more than the MMIC: resonators, filters, crystals, and other passive components account for a major part of 
the material cost. With low cost the driver, system integration will be more and more important; "MMIC" 
will take on an increasingly broader meaning: integration in three dimensions, in antennas with active 
elements, and in new materials which allow inexpensive integration of high-performance circuit functions. 

Introduction: 

The market drivers for the commercial wireless activity in the future separate neatly into frequency 
regions: low cost 1-5 GHz transceiver circuits for cellular communications, 25-60 GHz power amplifiers 
and receivers for point-to-(multi)point radio, and 77 GHz transceivers for automotive radar. Each area 
promises extremely high volumes if the unit cost is right. In wireless telephony size and weight tracks cost, 
and its relation to volume is shown in Fig. 1 and Fig. 2. 
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Fig. 1 Weight (in grams) of cellular telephones1 

data: H. Shosteck Associates, Ltd. 
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Microwave Semiconductor Materials: 

Methods of cost reduction start with the material cost. Gallium arsenide is currently available in 100 mm 
diameter (Fig. 3) and development has begun on 150 mm diameter crystals. The maturity of GaAs crystal 
growth is still far behind silicon, however, which is available in 200 mm ingots, with research proceeding 
on 300 mm. RF silicon has a distinct cost advantage over GaAs, and is successfully competing at 
frequencies up to 2 GHz; GaAs has slight performance advantages in switch, LNA and power amplifier 
applications at L-band, with increasing leverage at higher frequencies. Recent advances in Si:Ge 
technology, however, will extend the silicon cost advantage to frequencies approaching 10 GHz, at least 
for medium power (0.1-5W) applications. GaAs currently is the material of choice for analog functions in 
the millimeter wave frequency region. InP, a material which offers higher frequency performance, will 
challenge GaAs for these applications as its manufacturing technology matures. 

Fig. 3: Standard 6 kg GaAs ingot (foreground) 
with 22 kg boules of improved production process (rear) 

' Strategies Unlimited 
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For infrastructure (basestation) markets, there will be needs for higher power solid state devices to replace 
TWTs, and these will be chosen from silicon carbide and perhaps gallium nitride, both high bandgap 
materials which are capable of operating at very high temperatures and impedance levels. 

These material and device developments were strongly supported from 1987 through early 1995 by 
government infrastructure programs in the United States, particularly the MIMIC Program. This level of 
support allowed military RF requirements to be met, in a cost-effective and reliable manner, and was 
largely responsible for the US assuming its present position of leadership in the worldwide commercial 
wireless market. While it is important to continue these efforts, a strong and concerted effort in integration 
technology is absolutely mandatory to fashion these developments into affordable end products. 

Integration Methods: 

Single-chip solutions to high-volume commercial microwave functions remain the holy grail of the 
industry. While progress in that direction continues, a great deal of attention is being directed to 
integration methods which allow low-cost assembly while preserving or even improving performance of 
current assembly techniques. As part of advanced chip-on-board developments, for example, MMICs are 
now being developed with bumped 3-dimensional bond pads so that the entire circuit can be mounted flip- 
chip fashion to reduce reactive parasitics, improve heat flow when properly designed, and speed the 
assembly cycle (Fig. 4) 

Fig. 4: GaAs X-band MMIC (3x5 mm2) building block for TR module application 
with bumped perimeter for flip-chip mounting 

For low frequency application, multi-layer PC boards can be used for integration of multi-function 
assemblies. Fig. 5 shows a 4 x 6 switch matrix used in 900 MHz infrastructure applications which 
integrates individual chip/functions implemented in glass, GaAs and silicon. 
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Fig. 5: 900 MHz 4x6 switch matrix (50 x 50 mm2) 

For higher frequencies, glass has been used to integrate MMICs and discrete devices in demonstrations of 
high performance TR module front ends3 (Fig. 6). Glass has been tested to 80 GHz and shows promise for 
application at millimeter-wave frequencies as an integration medium. 

Fig. 6: 2W, 5 dB NF X-band TR module (15 x 25 mm2) 

Conclusion: 

Material and device development for MMIC applications have been strongly supported for the past 15 
years; demonstration of high performance functionality has been impressive, and low-volume applications 
have benefited from this support. Only by including a vigorous program of integration and manufacturing 
technology in the present infrastructure, however, will low-cost techniques be developed which make 
microwave and millimeter-wave wireless markets accessible. 

1 B.A. Ziegner and T. Murphy, "Radar Module on Glass Substrate," Applied Microwave, Winter 91/92. 
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ABSTRACT 

Future microwave system applications will require greater packaging density and 
increased functionality at the multi-chip module level. The DARPA/Tri-service "High 
Density Microwave Packaging (HDMP) For Next Generation Aircraft and Space Based 
Phased Array Radars" program is developing ways to increase packaging density. The 
primary military application for the HDMP technology is thin profile conformal active 
arrays and in particular 3-D or "tile" Transmit/Receive (T/R) modules. This program is in 
the third year of a four year effort and now in the prototype development phase. The 
program has three primary contracts, each having different approaches to develop 3-D tile 
modules. In this paper an overview of the program will be discussed. A summary of the 
different technical approaches, special technical challenges/issues, lessons learned and 
accomplishments on the program will be provided. In addition a brief summary will be 
given of other current and future Air Force microwave packaging programs. Future 
microwave packaging applications need to address and make advancements in the areas of 
advanced substrates, key materials and material properties, Computer Aided Design 
(CAD), Manufacturing (CAM), and Test (CAT) tools, and vertical interconnects. Because 
affordability is becoming a critical factor in the development of current and future DoD 
systems, the HDMP program and other current and future programs must develop 
packaging technologies that can leverage on both military and commercial applications to 
support dual-use systems to improve performance and reduce cost. 

Directions for the Next Generation ofMMIC Devices and Systems 
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INTRODUCTION 

The DARPA funded program titled "High Density Microwave Packaging (HDMP) 
for Next Generation Aircraft and Space-Based Radars" was started in September 1993 to 
develop three dimensional "tile" architecture for T/R modules. The motivation was to 
significantly reduce size, weight, and cost of next generation phased array radar systems. 
This program requires technology advancements in the areas of architecture, interconnects, 
substrates and module cost. The HDMP vision (figure 1) is to have a highly reliable, very 
thin profile, light weight active phased array system that can be used conformally These 
systems must also have efficient assembly and test methods. 

Depth = 9.25 Inches Conventional Wideband Active Array 

} Remftc Powci 
S       Sujet) ■ 

Low Profile 
Radiator Circuits 

The Tile Amy Provides 
• Compaction - Depth on Oder 

of .25 inches 
•5:1 T/R Module Volume 

High Reliability 
POU Power Supply «- ■ Conformabilily 

Figure 1: HDMP Vision 

Advancements are needed in microwave and millimeter wave module integration 
technology to meet current and future applications. Future electronic systems require low 
cost, high density multi-chip assemblies (MCAs) and assemblies of MCA's. Thin profile 
arrays are needed for conformal and conventional installations with decreased weight, 
volume, and depth. The development of microwave high density packaging will provide 
opportunity for system performance enhancements for defense applications such as radar, 
electronic warfare, communications, missile systems and smart munitions. Potential 
commercial applications are in the area of wireless communications, direct broadcast 
satellites, surveillance and identification, intelligent vehicle highway systems and aviation 
electronics. Projected requirement for high density and high performance military 
microwave MCAs is in excess of eight million over the next twenty years. 

The three dimensional "tile" module architecture has several advantages and 
significant improvements over traditional two dimensional "brick" architecture used today. 
This new architecture will result in module depths on the order of 0.25 inches compared to 
4.5 inches with current architectures. In addition, low cost batch fabrication and increased 
test capability are realized. Significant improvements are listed in tablel. 

Table 1. Potential Improvements 

Array Level 
Volume Reduction 5:1 
Weight Reduction 5:1 
Cost Reduction 2:1 

Module Level 
Volume Reduction 4:1 
Weight Reduction 2.5: 
Cost Reduction 2:1 

38 



The disadvantages to the tile approach are 1) thermal management becomes more of 
an issue, 2) assembly alignment becomes critical, and 3) sophisticated CAD tools are 
required for modeling and simulation. 

Tile Modules - 3D Architectures 

Layer #n 

Interconnects       Etn|l5iwiPI55ls3afiSl Layer #2 

Layer #1 

Figure 2: Tile Module Concept 

The tile module concept, shown in figure 2, required technical development in 
several areas. Advancements were achieved in multilayer substrates, RF, digital and analog 
vertical interconnects, wire bond-less chip to chip and chip to substrate interconnects, 
solder free interconnects between layers, compact highly integrated MMICs and the use of 
mixed mode circuits. 

One of the biggest technical challenges to the tile approach is signal transmission 
between layers via vertical interconnects. Normally RF signals do not readily make ninety 
degree turns. Other challenges associated with vertical interconnects are RF performance 
and heat conduction. Several vertical RF feedthroughs and solder free interconnects were 
investigated on this program such as fuzz buttons, elastomers, filled adhesives and filled 
elastomers. Another requirement for the HDMP program was to eliminate the need for 
wirebonds. One way to eliminate wire bonds is to use the High Density Interconnects 
(HDI) process developed by GE for routing lines in polyimide structures. Another way to 
eliminate wirebonds is a flip-chip approach for microwave and digital ICs and/or to flip- 
chip co-planar MMICs. 

The HDMP approach addresses the affordability issue. The approach reduces cost 
because multiple modules can be fabricated "semiconductor style" on 6 inch substrates, 
touch labor is significantly reduced, and wirebonds are eliminated. 

PROGRAM ORGANIZATION 

The HDMP program has three prime contractors. They are: 1) the Texas 
Instruments/ Lockheed Martin/ GE CR&D Team, 2) Northrop Grumman with 
subcontracts with IBM, MCNC and TRW, and 3) Hughes Aircraft Company. In addition 
to the three primary programs there are four support programs to develop advancements in 
their area of expertise to help design and fabricate the modules. M/A-COM is developing 
hermetic like coatings at the MMIC chip level. Georgia Tech Research Institute (GTRI) is 
developing a packaging materials database to be used by the microwave designer. The 
database contains critical material properties and vendor information which can be easily 
accessed using a searchable application. Compact Software and HP-EEsof are developing 
models and new EM capability to model interconnects and structures used in 3D packaging. 
The original cost of this four year technical effort was $26.3M for the three prime contracts 
and an additional $5.4M for the support programs for a total of $31.7M. 
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TECHNICAL APPROACHES 

Each of the prime contractors have a different approach to developing the HDMP 
T/R module. The differences are primarily in materials and module configuration. Each T/R 
module however, is X-Band with output power of 8-10 watts per channel, and configured 
in a 2X2 tile (4 elements per module) module package. The dimension of these 2x2 modules 
is approximately 1.1" x 1.1" x 0.27". 
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Figure 3: Texas Instruments Approach 

The Texas Instruments (TI) approach (figure 3) uses the General Electric/Martin 
Marietta developed Microwave High Density Interconnect (MHDI) process. This 
approach uses two active layers, a transmit layer and a control layer. The MMICs are 
mounted face up in wells formed in an aluminum-silicon carbide substrate. Aluminum- 
silicon carbide was selected for its good CTE (coefficient of thermal expansion) match to 
the gallium arsenide MMIC chips. In addition TI is developing a capping process for 
putting a thick dielectric cap on top of the MMIC for isolation and protection of the 
MMIC. A key technical challenge to the TI approach is increasing the electrical 
performance and reliability as well as heat conduction of the vertical interconnects. Texas 
Instruments will demonstrate a working 2x2 T/R module and the end of 1996. 
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Ring Frame With 
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Lid Brazed Onto Tile 

Box Housing 

Figure 4: Hughes approach 

The Hughes approach (figure 4)  is a 3 active layers (tile) approach consisting of a 
High Power Amplifier tile, a Driver/Low Noise Amplifier tile and a Control Logic Circuit 
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(CLC) tile. This approach uses 9 MMICs per channel. Aluminum nitride was chosen for 
the substrates because of its superior thermal properties, low cost, and its coefficient of 
thermal expansion (CTE), which is a good match to both silicon and gallium arsenide. 
Hughes is using the "flip-chip" attachment for all silicon and MMIC chips. Hughes has 
already assembled a module and is now in testing. Hughes will demonstrate a 56 element 
array in June 1997. 

To RF and DC manifolds 

GaAs Chips, Caps 

To circulators/array face 

Figure 5: Northrop Grumman approach 

The Northrop Grumman approach consists of an RF subassembly and a DC 
subassembly. Figure 5 provides a cross section view of the Northrop Grumman 3-D T/R 
module. High Temperature Co-fired Ceramic (HTCC) is used for the DC and low 
frequency section and Low Temperature Co-fired Ceramic (LTCC) material is used for the 
RF section. The Northrop Grumman approach utilizes flip chip technology and C4 
(Controlled Collapsed Chip Connection - developed by IBM) interconnects for DC and a 
modified C4 like bump process being developed by Microelectronics Center of North 
Carolina (MCNC) for RF interconnects. The two sets of layers are placed together using a 
"button board" interconnect. Northrop Grumman will demonstrate working 2x2 T/R 
modules at the end of 1996. 

ACCOMPLISHMENTS 

There have been several technical accomplishments made over the first three years 
of the HDMP program. The Texas Instruments team has demonstrated extended MHDI 
features including a new polymer material and a new layer stack up (6 layers) with buried 
passive functions. They have demonstrated near-net shape AlSiC substrate fabrication 
with hermetic in situ feedthrough capture. The largest technical challenge in the Texas 
Instrument approach is the vertical interconnects. The vertical interconnects must not only 
perform Well electrically they must also conduct heat. Although fuzz buttons and 
elastomers work well electrically they do not work well for heat conduction. A material 
being developed under the DARPA/Tri-Service MAFET program that has the necessary 
thermal resistance (45 W/m-°K) is being developed. The original TI approach used 
"Capped MMICs". The intent was to have a 10 mil thick dielectric cap using Cyanide 
Ester over the MMIC for protection and isolation from the MHDI interconnect layers 
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above. Much effort was spent in developing the solid cap approach which presented 
several tough issues that still need to be overcome; such as, capping material cracking and 
problems with metal adhesion to the deep vias. There were many lessons learned but in 
order to complete the program TI decided to use the "air cap approach" developed by GE 
(Lockheed Martin). In this approach there is a 2.5 mil air gap above the active device areas 
on the MMICs. Another accomplishment on the program was the integrated demo 
structure that was built to test the RF signal routes needed in this approach. The RF signal 
passed through the manifold, vertical interconnect, housing, 6 layers of MHDI down to the 
MMIC and then out through the MHDI layers, housing, vertical interconnect and back 
through the manifold. The results were excellent with small losses reported. TI performed a 
cost analysis for this approach, assuming a reasonable production order they are projecting 
a per element cost of less than $300 at the module level and close to $600 at the array level 
(including module cost). This represents a considerable reduction in cost compared to 
today's technology. Another array program using brick modules is estimating a module 
cost greater than $550 per element in large production volume. 

Hughes has done extensive studies on transmission media and interconnect 
structures used in their HDMP MCA assemblies. Stripline, coplanar wave guide (CPW), 
coax line, dielectric filled slabline and 3-wire lines have been investigated. Initial vertical 
alignment tests of the fuzz button interconnects show tolerances of at least 10 mil 
misalignment being acceptable. Hughes has developed a new Wilkinson Combiner and 
fabricated it with excellent test results. Dummy aluminum nitride modules were 
manufactured for fuzz button vibration tests over a large area which proved the fuzz button 
interconnects superior reliability over elastomer interconnects. They have demonstrated 
multilayer A1N substrates and developed a test strategy to characterize each substrate prior 
to assembly allowing each stage to be troubleshot and reworked if necessary. Sort of a 
Known Good Die or in this case a Known Good Substrate approach to module build. 
Hughes has compared the brick style architecture to the tile architecture and shown that a 
significant weight, volume and cost reduction can be achieved using the tile modules. 
Hughes has demonstrated the first working 3-layer tile T/R module. They are currently 
testing the module with only a single channel turned on and will soon begin testing with all 
four channels activated. 

Northrop Grumman has shown a very successful mechanical tile module 
demonstration. The XYZ tolerances for their approach are well characterized and under 
control for robust processing. Their co-fired solderable metalization meets leach resistance 
and wetting requirements. The DC assemblies are electrically continuous and hermetic to 
10E-8 cc/sec. Northrop has had zero failures on AVIP tests of phase 1 hardware (1800 
cycles completed). Accurate thermal analyses show junction temperatures well below 
standard derating criteria. The IBM gallium arsenide bumping process is under control, 
with over 8000 bumps processed and a total yield in excess of 94 percent. Northrop 
Grumman has developed the RF test hardware used to test the Solder Free Interconnects 
(SFI). The SFI test demon-strated good microwave performance. Misalignment 
experiments show up to a 20 mil misalignment without significant degradation. The SFI, or 
button board, has been demonstrated for DC and digital interconnects. Northrop has 
successfully developed the capability to flip chip circuits and will use flip chip technology 
in their design. Their approach uses standard microstrip MMICs. Gold bumps are placed 
on the MMIC and solder balls on the LTCC. The MMICs are flipped and joined by 
reflowing the solder bumps. 
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As mentioned previously there are four support contracts on the HDMP program 
that are to help fill in some of the needed technical development. The GTRI contract was 
funded to collect microwave packaging materials data and create a database that can be used 
by HDMP designers. The database has been successfully developed and demonstrated. 
GTRI has measured some critical material properties on limited samples of high interest 
materials to the primary contractors. GTRI hosted a packaging workshop in February 
1996 to disseminate information and foster cooperation among those working to reduce 
microwave packaging costs. This was a very successful workshop and a very good 
technology discussion on materials used in HDMP structures. The M/A-COM contract is 
responsible for developing "hermetic like" coatings for MMICs. M/A-COM developed a 
two layer coating process (fist layer - BCB, second layer - SiC). This material coating 
program is a success. M/A-COM has transferred this technology to their commercial 
products. On the HDMP program HP-EEsof has completed the HDMP 2.5D EM 
simulator with new capabilities, improved quality, performance and accuracy. The 3D EM 
simulator development is in progress. Compact Software has demonstrated Microwave 
Explorer's (2.5D) capability to analyze complex HDMP structures. Microwave Conqueror 
(3D arbitrary) simulator is in development. 

FUTURE PACKAGING NEEDS 

The Department of Defense requires future RF sensor systems to be low profile, 
lightweight, low cost, and perform in the microwave and millimeter wave frequency ranges. 
Advanced packaging technologies are critical to meeting these requirements. In addition 
advances in millimeter wave power sources and low power consumption electronics will 
enable the DoD to meet current and future military threats. Future systems must be easy 
to retrofit and have easy installation capability. They must be manufacturable and above all 
affordable. 

The HDMP program has been successful in developing some of the technologies 
needed to make the HDMP vision a reality. Over the next year the technology will be 
demonstrated. Some technical issues still require further development. In the area of 
multilayer substrates issues still remaining are metal fatigue, CTE mismatch, thermal 
management, testing, hermeticity RWoH and buried passive structures. For the vertical 
interconnects and solderless interconnects improvements are needed in reliability, noise 
performance, increased thermal and electrical conductivity, manufacturability and reliable 
mating connections. Mixed mode operations in high density packages will be demonstrated 
on this program. The modules have been modeled and simulated; however, all four channels 
have not been turned on simultaneously so module resonances, the effects of crosstalk or 
what amount of electrical coupling will be seen have not been characterized yet. For the 
microwave packaging materials database, material properties have to continually be 
collected, characterized, validated and added to the database. Another area'that needs to be 
accomplished is to make the database easily connected to the individual CAD, CAM and 
CAT tools. 

There are some other packaging needs that must be addressed for future DoD 
systems. Future systems will require increased density, increased power, increased 
manufacturability and decreased cost. There are currently other programs, in addition to 
the HDMP program, that are addressing these issues.    Probably the largest program 
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currently is the DARPA funded, Tri-Service managed Microwave and Analog Front End 
Technology (MAFET) program. The MAFET program is funded to provide additional 
computer aided design resources and to extend the development, assembly, and test of 
advanced MCAs to other frequency ranges and other applications. 

The HDMP objectives are important and we look forward to seeing the technology 
demonstrated during the next year. We have to keep in mind that this program was 
developed at microwave frequencies and that the general concepts and designs are 
applicable to millimeter wave, but other considerations will have to be taken into account 
at millimeter wave frequencies. There are new Air Force programs planned to address the 
need to develop some new and innovative technologies such as optical interconnects, more 
compact and combined MMICs, MCA protective coatings, multilayer substrates, diamond 
based substrates and the use of plastics to further enhance the performance and reducö the 
cost of future phased array radar systems. 

CONCLUSION 

In summary, The HDMP technology offers a significant reduction in size and weight of 
active arrays and is a potential low cost approach. The success of this program is 
important in demonstrating the capability to package microwave modules in a very small 3 
dimensional profile stacked architecture. Although we have come a long way, there are 
areas that require further development for future systems. There is a high probability of 
transition of various packaging elements developed by the HDMP program into military 
and commercial applications. The Texas Instrument team and Northrop Grumman will 
demonstrate working T/R modules at the end of 1996. Hughes will have a demonstration 
subarray using their 3 layer tile approach in June of 1997. This has been a very exciting 
program and we are looking forward to seeing the technologies developed, demonstrated and 
applied to future DoD and commercial systems. 
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FLIP CHIP POWER MMICS PACKAGING TECHNOLOGY 

Terry C. Cisco 

Hughes Aircraft Company 
El Segundo, CA 90245 

WHY FLIP CHIP? 

Conventional microwave design uses thin (4-mil thick) MMIC chips epoxied or 
soldered down to a metal housing or a dielectric substrate. Thermocompression wire bonds 
are used to connect the chips to other die or microwave circuits. Flip chip technology uses 
unthinned (25-mil thick) MMIC chips with bumps on its surface, which, when inverted are 
soldered or epoxied directly to a microwave circuit substrate to provide simultaneous die 
attach and circuit interconnection. Figure 1 compares the two mounting configurations. 
The flip chip process is lower in cost than the conventional mounting technique, because it 
eliminates the high cost and low process yields of wafer thinning and via formation while 
simultaneously improving the visual inspection yield by reducing wear and tear on the 
frontside of the chip caused by backside processing. Furthermore, an entire manufacturing 
process (wire bonding) is eliminated, reducing manufacturing capital and support costs as 
well as wire bond yield losses. The flip chip die attach process has been thoroughly 
demonstrated in the commercial automotive industry, which has shown that the flip chip 
process yield exceeds the combined die attach and wire bond yield that it replaces. For 
microwave devices, the flip chip process provides a very low inductance chip 
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Figure 1. Flip chip technology eliminates wire bonds and enhances chip and assembly yields. 
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interconnection suitable for millimeter wave use and for microwave power devices. A 
properly designed custom bump can reduce thermal resistance to half that of face-up 
mounting. Examples of solid metal and thermal bumps are shown in Figure 2, together 
with a mounted flip chip assembly. 

Plated I/O Bump Plated Thermal Bump Mounted Flip Chip 

Figure 2.  Microwave bump technology is based on the commercial automotive silicon flip chip 

process, which uses plated bumps. 

HISTORY AND EVOLUTION 

In 1960, the Delco division of General Motors introduced the flip chip process into its 
commercial manufacturing process for automotive electronics components in Kokomo, 
Indiana. The result was improved manufacturing yields, improved reliability, and a more 
competitive price, which, in turn, led to a steady growth in world-wide market share. In 
1989, Hughes translated the Delco silver bump flip process for silicon integrated circuit 
chips'into a silver bump MMIC chip process and successfully demonstrated the first flipped 
GaAs MMIC chip LNA that uses coplanar waveguide (CPW) microwave transmission 
lines to eliminate the grounded microstrip transmission lines and vias in conventional 
MMIC chip designs. Currently, an entire family of wideband MMIC chip designs have 
been developed to provide low cost T/R module circuit functions for the growing active 
array, ground and airborne, radar market. These wideband MMIC functions at X-band 
include LNAs with 1.7 dB noise figures (see Figure 3), 6-bit phase shifters, 5-bit variable 
gain amplifiers, 12-watt limiters, 12-watt transfer switches, 1-watt driver amplifiers, and 
5-watt high power amplifiers. 

a. MMIC pHEMT LNA - FLL005 

7 8 9 10 11 
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b. Measured Gain and Noise Figure Performance 

Figure 3. The measured gain and noise figure performance for a flipped pHEMT MMIC low noise 
amplifier designed for a ground based RADAR T/R module demonstrates 1.5 dB noise figures with an 
associated gain of 22 dB. The device is 5.1 mm x 3.0 mm in size and is currently being compacted to a 

3.8 mm x 2.5 mm size. 
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PLATED VERSUS SOLDER BUMPS 

Both commercial automotive (Delco) and computer (IBM) flip products have evolved 
into a solder bump process from a plated bump process to further reduce cost and to 
improve market share.' Commercial wafer bumping services and companies have come 
into being to support the growing flip chip market; yet microwave products for the most 
part continue to use the solid metal bump. Metal bumps provide for a well-defined 
microwave structure and spacing between the MMIC chip and the substrate microwave 
interconnect circuitry. Metal bumps can be taller than solder bumps to prevent circuit 
interactions with the host substrate. Solder bumps, shown in Figure 4 for an InP HBT 
power cell, are under study for chips with bumps only for input/output connections. 
However, applications requiring good thermal conductivity, such as high power amplifiers, 
continue to use metal bumps or thermal shunts. Metal bumps can be configured into 
custom shapes and sizes, suitable for thermal bumps, while solder bumps tend to be 
restricted to spherical shapes and poor thermal resistance. 

Hil&^WtBliiLJu 

Tuned for PAE at 2 W 

a. 12x2x30 um*2 DHBT Power Cell 
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b. X-Band Power Performance 

Figure 4. This flipped InP HBT power cell uses solder bumps for input and output connections to deliver 
2 W of output power. A plated thermal shunt equalizes the temperature of the emitter fingers, preventing 
thermal runaway. 

MMIC pHEMT POWER CHIP EXAMPLES 

Recently, Hughes demonstrated the world's first flipped pHEMT MMIC high-power 
amplifier and driver chips. The two-stage, high-power amplifier shown in Figure 5 was 
designed for active array applications and achieves more than 35% power-added efficiency, 
with an associated output power of 5 W. The output gate periphery is 10 mm and is driven 
by an input periphery of 2.5 mm. The three-stage driver amplifier chip shown in Figure 6 
has an output power of 1 W with an associated gain of 21 dB. Its output periphery is 2 mm 
driven by 0.35 and 0.5 mm peripheries. 

Both chips were fabricated by a 0.25 urn gate length, double-recess, double-sided 
doped pHEMT process reported earlier.1,2 The input/output (I/O) silver bumps are 
approximately 0.003-in. high by 0.006-in. in diameter. The thermal bumps are also silver 
and are grown directly on the source interconnect bridge of the power FETs and are also 
0.003-in. high. Bump formation is accomplished by a laminated dry-film photo resist 
process and silver plating process. 

Each pHEMT power chip is complete with integral input and output power matching 
circuits and integral bias and decoupling capacitors. The basic circuit design is 
accomplished using coplanar waveguide (CPW) transmission lines because there is no 
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Figure 5. Measured large signal performance for eight flipped pHEMT HPA chips from a multidesign wafer 
achieves peak efficiencies of 40% with associated output powers of over 5 W. The compact chip is 4.6 mm 
by 3.64 mm, and the pulsed measurements were performed with a 21 dBm input power level, a 10 us pulse 
width, and a 10% duty cycle. 
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Figure 6. Measured large signal performance for the flipped pHEMT driver chip from the same wafer 
achieves a saturated output power of 1 W with an associated gain of 21 dB and associated efficiency of 30% . 
The compact chip is 4.6 mm by 3.2 mm, and the measurements were performed with a 5 dBm input power 
level in a CW mode. 

substrate thinning and no backside metallization in a flip chip for microstrip matching 
circuits. Electromagnetic simulation tools and measured passive element data are used to 
model the CPW discontinuities and transitions, as well as for the gate manifold structures 
of the active devices. Loadpull impedance data and S-parameter device data are used to 
develop circuit models for MMIC chip circuit designs. 

COST ADVANTAGES 

The greatest advantages of the MMIC flip chip approach are low cost and low thermal 
resistance. Flip chip fabrication cost is reduced by eliminating the backside processes 
entirely and substituting the relatively low cost, high yield, plated bump process. While the 
flip chip CPW design process produces chips equal to or slightly larger than a face up 
microstrip design, our cost models indicate an approximately 50% lower cost for the flip 
chip designs when compared to comparable face-up designs. 

In addition, the assembly costs associated with flip chip designs are reduced. The die 
attach and wire bond processes are reduced to a single process that simultaneously 
accomplishes both functions. The solder reflow process provides for self-alignment and 
low interconnect inductance, producing uniform repeatable microwave performance at a 

48 



high process yield. In a recent manufacturing run of 400, all-flipped, active-array receive 
modules, a 99% yield was associated with the MMIC die attach and interconnect process. 
At millimeterwave frequencies, the flip chip approach provides the additional benefits of 
very precise chip alignment and low interconnect inductance. In an alignment experiment 
at Hughes, the chips were self-aligned by solder surface tension, resulting in placement 
accuracies of a few microns. 

Finally, the flipped chip I/O bumps overlap the associated substrate pad locations, 
reducing the overall substrate size when compared with face-up mounting. Face-up I/O 
pads are located on both the chip and host substrate, but with the host pads taking up more 
substrate space by being external to the chip pads to allow for wirebonding room. 

THERMAL ADVANTAGES 

Flip chip technology, when applied to high power amplifiers, yields low thermal 
resistances. The thermal resistance of a power device is computed by dividing the 
temperature rise of the active device channel over its base plate temperature by the device 
dissipation power. Because the useful life of a power device is directly related to its 
junction or channel temperature, the thermal resistance of a device is an important 
parameter for estimating the useful operating life at a rated power output. 

Besides simulations, there are three measurement techniques to estimate the thermal 
resistance of a power MMIC device: direct IR measurements, liquid crystal measurements, 
and diode IV measurements. The most convenient method uses a calibrated scanning IR 
sensor to develop a thermal image of a power device. For the Barnes Computherm 
instrument, the smallest imaging spot resolution is 15 microns. However, the region of 
peak temperature rise is the gate finger, which is many times smaller in size, causing the 
measurement to be an average over the measurement spot. Conventional IR measurements 
are made by viewing the top surface of a power device. For flip chip mounted devices this 
is not possible, but, because GaAs is reasonably transparent at IR frequencies, IR 
measurements can be made by viewing from the backside, with some loss of accuracy as a 
result of internal IR scattering and emissivity calibration. 

The liquid crystal method uses a thin coating of temperature sensitive nematic crystals 
on the surface of the power device to measure channel temperatures by observing changes 
in the polarization of light reflected from the device under test. While the 2-micron 
resolution of the liquid crystal method is much superior to the IR scanning resolution, the 
method is time consuming and difficult to apply under actual device operating conditions, 
especially for flip chip assemblies. 

The third measurement method3 uses the power device Schottky diode IV data to 
compute the channel temperature rise. The current in a diode is exponentially dependent 
on the ratio of its temperature to its voltage. A simple temperature calibration procedure 
establishes the linear relationship of the change in channel temperature to the change in the 
device diode voltage, for a fixed current level. In a pulsed operating environment, the 
device can be biased for normal operating conditions and then rapidly switched into a 
constant gate current condition to measure the gate diode voltage, which is proportional to 
the gate temperature. This method averages the temperature of the entire gate periphery of 
the device and thus does not find localized hot spots. Nevertheless, the method is well 
suited for flip chip assemblies and can be correlated to liquid crystal measurements. 

The pulsed IV method was used to measure,4 for thermal resistance, a total of six 
face-up 4 W HPAs and five flipped 4 W HPAs of equal size and power dissipation. 
Figure 7 shows the detailed thermal stack-up of the two test configurations being 
compared, including material properties and sizes. The measured average thermal 
resistance of the face-up design was 21.45°C/W compared with an average of 11.59°C/W 
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Test Configurations 

Conventionally Mounted Thinned, 
Face-up MMIC 4 W HPA 

Flip Mounted Thermal 
Bumped MMIC 4 W HPA 

Figure 7. Two thermal environments, illustrated here and typical of T/R module assemblies, 
were used to compare the thermal performance of flip mounted chips to face-up mounted chips. 

for the flipped configuration. While the absolute of a thermal resistance measured with the 
pulsed IV method may not be as accurate as a liquid crystal measurement, the relative 
thermal resistance comparison of the flipped chip to face-up chip is accurate and 
compelling. The flipped chip assembly is nearly twice as good thermally as the face-up 
assembly. The standard deviations for the two test results were 2.14°C/W and 1.44"C/W, 
respectively. 

For a face-up mounted chip HPA, the heat generated in the gate region of the FET 
must travel through the 0.004-inch thick GaAs substrate, which has a relatively high 
thermal resistance compared with silicon or metal. In the flipped case, the heat has to 
travel only from the gate region to a neighboring source pad where it is conducted away by 
a thermal bump. Simulated and measured data indicates that the thermal resistance of the 
flipped configuration is only 60% of the, thermal resistance of the face-up configuration. 
Figure 8 illustrates the test configurations' thermal simulation plots. The simulations also 
predict the measured superiority of the flip chip configuration while illustrating both the 
peak and average improvement in thermal resistance as a function of spatial position within 
the power device. CINDA software was used to generate detailed computer models for the 
device and assembly shown in Figure 8. The FET assembly was simulated in two stages: a 
fine model showing the detail at the gate finger and a coarse model that includes the entire 
assembly stackup. The fine model had more than 35,000 nodes, and the coarse model had 
7000 nodes. 
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Modeled MESFET Temperatures 

100 150 200 250 30i 

Distance from FET Center (microns) 

Figure 8. Simulations of the two configurations illustrated here show the 
temperature rise above baseplate along a slice through the middle of a power 
FET. The FET being modeled had 3.0 mm of gate periphery, was a MESFET, 
and assumed a 3V drain bias and a drain current of 450 mA. Assuming 
700 mW/mm of dissipation, the flipped chip is cooler than the face up chip, 
suggesting a more reliable device. 

FUTURE 

Because flip chip technology reduces the cost of an in-place MMIC chip and supports 
planar chip mounting, it is suitable either for multisubstrate tile array module applications 
or single substrate array module applications. In either case, flip chip technology will be 
the driving force that moves a module design towards affordability with little or no loss of 
functionality or performance. Flip chip based T/R modules are being designed and tested 
for active array Radars, and commercial point-to-point and cellular telephone units are 
moving toward flip chip integrated circuit designs for low cost device and assembly 
designs to meet the challenge of a highly competitive market. A two-to-one price 
advantage and a two-to-one thermal resistance advantage will be hard to beat. 
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MULTILEVEL VERTICAL INTERCONNECTION TECHNOLOGY 

Francois Y. Colomb 

Raytheon Electronics 
362 Lowell Street 
Andover, MA 01810 

INTRODUCTION 

Multilevel vertical interconnections are playing an increasingly important role in radar 
and communication circuits. In advanced systems, front ends with high circuit density and 
thus small footprint area are obtained using multilevel circuits. This approach potentially 
lends itself to a high degree of component integration and reduced cost. Additionally, the 
small overall depth of the front end allows minimal cost of installation and attractive esthetics. 
These factors could enable a multitude of new applications particularly in the commercial 
market. An example of this technology is a flat panel phased array which is manufactured by 
stacking thin panels for the distribution circuit, the T/R modules, and the patch antenna 
elements on top of each other. 

The success of the multilevel approach relies critically on the ability to design dependable 
vertical interconnections for DC, digital, and RF signals. In this paper, several categories of 
vertical interconnections are identified on the basis of simple criteria including performance 
and manufacturing. Examples of practical implementations are then discussed for each 
category. 

SELECTION CRITERIA 

In determining which type of interconnection is best suited to a particular situation, one 
approach is to make a list of evaluation criteria for the size, performance, and manufacturing 
requirements. For the majority of cases, designers can significantly narrow down the 
options by considering: 

• Z-axis interconnection distance 
• Electrical performance: frequency range, insertion loss, dispersion,... 
• Manufacturing tolerances and cost 
• Operation environment and reliability: thermal stress, vibrations,... 
In this paper, the selection approach is illustrated with a set of examples representing a 

progression of z-axis distance from very short to arbitrary long. For a specific distance, 
there may exist several candidate implementations. In practice, the approach would proceed 
by considering all the requirements and selecting the best comprise. 

INTERCONNECTION APPROACHES 

For very small distances, such as for thin multilayer flex circuits, simple integrated 
metallized via connections are very compact and result in very small electrical discontinuities. 

Directions for the Next Generation of MMIC Devices and Systems 
Edited by N. K. Das and H. L. Bertoni, Plenum Press, New York, 1997 53 



One can add tuning elements such as a shunt capacitance to tune the equivalent series 
inductance of the via for enhanced performance. At frequencies below 20 GHz, the vertical 
section can be implemented as a separate component. An example is the elastomer 
interconnection. In both cases the interconnection length is a small fraction of the wavelength 
and these approaches form a category of electrically short via interconnections. Two 
examples will be shown: 1) an integrated tri-line; 2) an elastomer multistnp interconnection. 

For interlayers ranging from very thin to approximately a tenth of a free-space 
wavelength, electromagnetic coupling by means of an aperture in a common ground plane of 
two transmission lines is an effective way to provide transition from layer to layer . The vias 
at the end of each transmission line can optionally be replaced by quarter wave open stubs 
thereby reducing fabrication cost at the expense of bandwidth and a larger circuit area. Two 
examples are discussed: 1) an aperture coupled stripline to microstnp transition; and 2) an 
aperture coupled patch antenna with thick ground plane. . 

Longer vertical interconnections are needed when a heatsink interlayer is required tor 
removing heat dissipated by power amplifiers. Heatsinks are typically much thicker than the 
dielectric layers and so manufacturing long and narrow isolated metallized vias becomes 
impractical One approach is to create a single circular or rectangular waveguide in the 
heatsink and design appropriate coupling structures between the planar transmission lines and 
the waveguide In some cases there can be a large mismatch between the planar transmission 
line and the waveguide mode characteristic impedances so this approach is not appropriate. 
However over a limited frequency bandwidth, it is possible to remedy to this situation by 
creating half wave sections that will produce some cancellation of the reflections emanating 
from the two waveguide to planar transmission line transitions. This approach is briefly 
discussed conceptually. 

Electrically Short Via Interconnections 

Integrated Tri-line Interconnection. A tri-line via interconnection is shown in 
Figure 1 Two 4 mil GaAs substrates with 50 ohm microstrip lines are interconnected 
through a 16 mil diamond substrate that serves as a heatsink. The pair of outer vias is used 
to connect the ground planes. The dimensions of the tri-line were initially designed for a 50 
ohm characteristic impedance. As the design evolved, the position of the vias and the size of 
the apertures in the ground planes were adjusted for best performance. The S parameters 
were simulated using Sonnet including metal and dielectric losses. Good performance is 
obtained up to 40 GHz. Increased ripple and attenuation occur at higher frequencies as ttie 
interconnection becomes longer electrically . The total vertical section is 0.56 Xg at 100 GHz. 

0        20       40       60       80      100     120 
Frequency (GHz) 

Figure 1.  S-parameters of tri-line via interconnection simulated using Sonnet. 

Elastomer Interconnection. Elastomer vertical interconnections were tested as part 
of an ongoing demonstration of a multilevel X band transmit module for a tile phased array 
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Figure 2. X band tile module prior to final assembly. 
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antenna. The module is shown in Figure 2 prior to final assembly. All DC, digital, and 
microwave level to level connections are implemented using elastomers inserted in slots in the 
perimeter of the conductive spacers. 

A simplified exploded view of the interconnect is shown in Figure 3. The level to level 
connection is established by rows of vertical gold strips embedded in a block of sihcone. 
Ground signal ground (GSG) pads on the substrates define the transverse electrical cross- 
section of this multiconductor transmission line. Each pad contacts the end of several strips 
so that bundles of strips are excited against other bundles. This offers some robustness ot 
performance with respect to misalignment of the substrates. 

Top Substrate 

Ground Plane 

MOE® 

Retaining Frame 

Bottom Substrate 
Ground Plane 

Figure 3.   Elastomer vertical interconnect. 

A two-tier design approach has been adopted in this study. First the vertical strips are 
considered alone and analyzed as a multiconductor transmission line using the Galerkin 
method Second, the complete interconnection is modeled in 3D with finite elements 
(HFSS) The Galerkin method allows one to determine the charge distribution on the strips. 
The static approximation is made. Inverse Maxwell distribution basis functions with even 
and odd symmetry are used for representing the charge on the strips The characteristic 
impedance Z0 is then determined from the total charge after solving the integral equation 
using the method of moments (MoM). Figure 4 shows the variation of Zo associated with 
the relative position of the strips for two strip configurations. The plain line is the solution ot 
the (MoM) for a balanced boxed stripline. For this simple geometry, Zo values can be 
calculated using the formula. These values are shown in Figure 4 as small squares and are in 
verv good agreement with the MoM solution. The dotted line is the MoM solution for a 
balanced stripline that has a third conductor placed at mid-distance and floating electncaUy. 
The potential of this strip is zero due to the symmetry of this case. The effect ot the third 
strip is particularly noticeable when the distance between the strips is small (small D/a values) 
as expected For D/a=0.2 which corresponds to gaps between the edges of the strips equal to 
the width of the strips, a 3 percent decrease of ZQ is predicted. The final geometry of the 
GSG pads and the sensitivity to misalignment are then determined by 3D modeling using 
HFSS 

Measurements were taken using the fixture shown in Figure 5. The substrates are 
supported by two fixture halves which compress the elastomer and can be laterally displaced 
to study the effects of misalignment. Verniers are printed directly on the face of the fixture 
halves for accurate positioning. Measured S parameters are shown in Figure 6. Ine s 
parameters include the loss of the 2 inch long feedlines of each port and the K connectors. 
The insertion loss of the interconnection after removing this loss is shown in Table: 1. ihere 
is a marked roll-off in performance above 12 GHz which was predicted by HFSS Recent 
simulations indicate that the bandwidth can be increased to 18 GHz by modifying the layout 
of the GSG pads. 
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Figure 4.   Simulated characteristic impedance of boxed stripline; solid line: balanced stripline (MoM); 
squares: balanced stripline (closed form); dotted line: balanced stripline with floating center strip 
(MoM).  Parameters: a=2b; W=a/20; sr=l. 

A valuable feature of the elastomer interconnect is the tolerance to misalignments. Figure 7 
shows the insertion loss when the substrates are misaligned laterally in the direction 
perpendicular to the feedlines. A relatively flat insertion loss over a 13 mil misalignment 
range and a sharp increase on either side are observed. This is a favorable behavior for 
design purposes since there is little change in performance as long as the misalignment is in 
the permissible window. 

Aperture Coupled Lines 

Aperture Coupled Microstrip to Stripline Transition.   Microwave energy can 
travel from one level of a multilevel circuit to another by means of electromagnetic coupling. 
One of the simplest examples is the microstrip to slotline transition. Several implementations 
with broadband performance have been demonstrated in the literature. 

In the following, an aperture coupled microstrip to stripline transition is described. This 
structure has been designed for testing the X band module shown in Figure 2. The output of 
the power amplifier of the module is coupled to a stripline using a small aperture in the 
ground plane metallization common to the module and the stripline. For enhancing the 
transmission in the operating band, a stripline matching network consisting of two symmetric 
shunt stubs has been added. 

The stripline consists of two 0.030 inch Duroid 5880 (er=2.20) layers. The microstrip 
substrate in the module is 0.020 inch BeO. Figure 8 shows the magnitude of the S 
parameters of the transition modeled using full wave analysis (HP Momentum). A 2:1 
VSWR bandwidth of 20 percent with center frequency of 9.85 GHz is obtained. 

Aperture Coupled Patch With Thick Groundplane. In the previous case, the 
thickness of the conductors is small and except for loss considerations, the metallization can 
be modeled as infinitely thin without comprising accuracy. In some applications, the 
coupling aperture may need to be incorporated in a thick plate such as a heatsink. This small 
aperture acts as a short piece of waveguide below cutoff and produces significant attenuation. 
Appropriate modeling is required to account for this effect and restore adequate coupling. 

In the example of Figure 9, a microstrip line is coupled to a patch antenna through an 
aperture in a 1/16 inch thick Aluminum ground plane (0.05 Xo). The patch substrate is 0.030 
inch Duroid 5880. A measured 2:1 VSWR bandwidth of 3.4 percent is obtained. This value 
is identical to the bandwidth obtained by simulating the case of a zero thickness ground plane 
and neglecting losses. 
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Figure 5.  Test fixture for elastomer vertical interconnection. 
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Figure 6.  Measured ISJII and IS21I of elastomer vertical interconnection.   Reference planes at the K- 
connectors. 

Table 1. Measured insertion loss of elastomer vertical interconnection after removing 
losses due to feedlines and connectors. 

2 GHz       6 GHz     10 GHz     14 GHz     18 GHz 
Insertion Loss 0.1 dB      0.4 dB       0.9 dB       2.2 dB      4.2 dB 
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Figure 7.  Measured sensitivity of IS21I of elastomer vertical interconnection to lateral misalignment of 
the substrates in the direction perpendicular to the feedlines. 

Electrically Long Interconnections 

High aspect ratio vias are difficult to fabricate and thus widely separated layer 
connections require a very different approach. One possibility consists in replacing stacked 
multiple vias by a single waveguide of circular or rectangular cross-section. If a good 
transition between the planar transmission line and the waveguide can be designed, the 
interlayer thickness becomes arbitrary. 

It may however be difficult to avoid some mismatch if the characteristic impedance of the 
transmission line and that of the waveguide mode are greatly different. In this case, 
designing the waveguide such that the electrical length between the transitions at both ends is 
a multiple of one half waveguide wavelength will result in cancellation of the reflections and 
result in good transmission over some bandwidth. 
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Figure 8.  Simulated magnitude of S-parameters of microstrip to stripline transition (HP Momentum). 
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.0.063" Aluminum 
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Figure 9.  Measured reflection coefficient of aperture coupled patch with thick ground plane. 
Reference plane through the center of the aperture; sweep: 8 to 12 Ghz; square marker at 9.740 GHz. 

SUMMARY AND PERSPECTIVE 

Selecting the right interconnection implementation for a particular application depends in 
practice on a large number of criteria. This paper classifies examples by interlayer thickness 
ranging from very thin to arbitrary thick. For thin layers, via connections offer a compact 
solution with broadband performance. Strips and slots electromagnetically coupled with 
small apertures are an alternative approach and may also be used for moderate thickness up to 
approximately Xfl/10. For transitions through thick interlayers such as heatsinks, simple 
interconnection cross-sections such as waveguides are essential since the fabrication of high 
aspect ratio through holes is difficult. . 

It is anticipated that the role of multilevel circuits in the next generation of MM1C 
systems will be primordial. The driving factor is the reduced cost which is enabled by high 
density circuits resulting in reduced die size, fast and accurate CAD tools resulting in shorter 
design cycles, and novel low cost fabrication processes such as multilayer polymer materials. 
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MULTILEVEL PACKAGING FOR LOW COST MICROWAVE 
FUNCTIONS 

G. Brehm, R. Peterson, H. Tserng, D. Purinton, A. Ketterson, and 
B. Abies, Texas Instruments, Dallas, TX 

Today's hybrid Microwave Integrated Circuit technology, utilizing active devices 
(transistors, diodes, and integrated circuits) integrated with passive devices by microstrip 
transmission lines, provides a high level of performance in a small module size at a 
reasonable cost. For the future, however, a step function improvement in size, weight, and 
cost of microwave circuit functions is needed. At Texas Instruments, to increase the density 
and reduce the cost of integrated microwave functions, we are developing a range of 
techniques for multilevel horizontal and vertical interconnects and an embedded transmission 
line MMIC especially well suited for wire-bond-free packaging. 

HIGH DENSITY MICROWAVE CIRCUITS 

To increase the density of integrated microwave functions, technologies allowing the 
stacking of layers of microwave integrated circuits are under development1. This involves 
the development of "tile" modules in which MMIC chips and other basic components are 
integrated using multilevel interconnect circuits into layers. Each layer is, in turn, stacked 
upon another and interconnected in the vertical dimension. This technique provides 
unprecedented density of microwave functions and makes possible the construction of a full 
T/R aperture in a layer as thin as one inch. Such a thin antenna can be designed to readily 
conform to the skin of an aircraft. Technologies necessary to realize such three-dimensional 
stacked modules for a tile array are: wire-bond-free interconnection of microwave and 
digital chips using multilayer circuits, "z-axis" films for high performance vertical 
interconnections between circuit layers, and low-expansion-coefficient, compatible housing 
techniques. 

Figure 1 shows two layers of a three-layer stacked 3-D tile module assembly under 
development at Texas Instruments. This assembly is designed to perform the functions of 
four 10-W peak power X-band solid-state T/R modules in a little over one square inch (30 
mm by 27 mm) of surface area. In this photograph the bottom layer is shown connected to a 
multilayer manifold and cooling structure. High power dissipation active devices, such as the 
power amplifier, are housed in this first layer; low power active devices, the second layer. 
The third layer, not shown, houses energy storage capacitors. Size and weight for the four- 
channel assembly in a two-by-two configuration are: 

1 J. Reddick, R. Peterson, M. Lang, W. Kritzler, P. Piancente, W. Kornrumpf, 1995 IEEE MTT Symposium 
Digest, p. 173 
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Figure 1. Tile Module -- a Stacked 2X2 Assembly of T/R Functions 

Module footprint 

Module thickness 

Module weight 

Without Energy 
Storage 

30 mm X 27 mm 

3.5 mm 

6.2 g 

With Energy 
Storage 

30 mm X 27 mm 

6.9 mm 

15.8 g 

In each of the two active layers, capped (shielded) MMIC devices are mounted face up in 
chip wells and are interconnected to other MMICs or digital devices using polymer/metal 
interconnecting lines. This avoids wire bonds and the large air cavity commonly found in 
microwave modules. Interconnection between the layers of this module and between the 
bottom layer and the manifold are made using z-axis interconnect material. 

Metal matrix composite substrates support each layer of the tile module. These 
substrates are fabricated from AlSiC (63% SiC) metal matrix composite material, a 
composition selected to closely match the thermal expansion coefficient of the GaAs MMIC 
chips. Chip wells of the proper size for each chip and coaxial feedthroughs with alumina 
insulators are formed in situ during the substrate fabrication process. Nickel and gold plating 
are used for conductivity and environmental protection. 

Manifolds interconnecting tile modules of the type shown in Figure 1 use polymer/ 
metal multilayer circuits. In this approach layers of copper conductors alternate with Kapton 
E dielectric films. The exposed copper regions are TiW/Au metalized for good contact 
resistance and environmental robustness. By using these materials, we are able to form a 
compact, flexible board having extremely low-loss transmission characteristics for DC, 
digital, or microwave signals. It is lightweight and durable and batch fabricated to minimize 
cost. Figure 2 shows such a manifold. 

Key to construction of the 3-D tile module is a means to form the many small, blind 
electrical interconnects between layers. These vertical connections are essential for increased 
routing density. For this purpose we use a sheet of insulating material having imbedded 
metal oriented such that electrical conduction is only possible through the material along the 
z-axis. This so-called "z-axis" material is sandwiched between two circuit layers. Contact 
pads on both layers are connected together by the vertically oriented conductors within the 
material. The portion of the z-axis material not between metal pads does not conduct 
current even though vertical conductors are present. Z-axis material allows repeatable 
electrical contact without critical alignment of the material itself. 
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Figure 2. RF/DC Interconnect Manifold 

The tile module shown in Figure 1 uses a commercially-available z-axis material of the 
elastomeric gasket type. This silicone rubber material is available from 125- to 250-jam thick 
and is filled with spherical nickel conductors. It was used by clamping between circuit layers. 
Its compressibility provides conformance to surface features. In fact, one type of material 
was fabricated with through holes to provide increased compliance. This type of material, 
however, is limited in many applications by its relatively poor thermal conductivity and 
coarse feature size, as determined by the size and shape of the metal fill. 

Micro-Z-Axis Material 

We are developing techniques to overcome the limitations of the thick z-axis material 
discussed above. Thermal and electrical conductivity is poor for such z-axis materials 
because they are thick and provide very limited contact area. Large spherical conductors 
contact only a small fraction of the pad for smooth surfaces and less yet for surfaces with 
normal roughness. Our micro-z-axis concept utilizes a thin polymer layer with many 
vertically-oriented, high-aspect-ratio fibers or "wires" of high electrical and thermal 
conductivity. Using fine, high-aspect-ratio wires will allow very high heat and electrical 
conduction because they are compliant and form many tiny contact points even for pads 
having normal surface roughness. In addition, the polymer material used will have a 
thermally-activated adhesive property so that clamping will not be needed. Figure 3 
illustrates, in four cases of decreasing z-axis metal size and increasing vertical aspect ratio, 
how fine wires provide increased contact area and therefore reduced contact resistance. 
Each of these cases has the same 20% metal fill of the z-axis insulator, but the finer wires 
have much better contact resistance and therefore better total resistance. 

Initial trials have resulted in developmental micro-z-axis materials with gold wires as 
small as 1 |im in diameter at densities greater than 105 cm"2. In one specific case, a sheet of 
15-um-thick polycarbonate material was produced with 4x10 cm"2 5-um diameter Au-fiUed 
holes; in another, 15-um-thick polycarbonate material with 10 cm" 1-um diameter Au-filled 
holes. The manufacturing process used for this micro-z-axis material is shown schematically 
in Figure 4. Heavy ions such as gold or uranium accelerated to energies near 109 eV are 
used to bombard sheets of the polymer material. The resulting damage tracks are essentially 
straight and parallel through materials up to 100 Jim thick. The tracks are then etched in 
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Typical Surface with 0.2 urn Peak-to-Peak Roughness 

Case 2 
• 5-um wires 
•10-um grid 
• 230 per pad 
• 1:1 aspect ratio 

Case 1 
• 40-um spherical contacts 
• 80-um grid 
• 3 per 100-um x 100-um pad \ 
• 1:1 conductor aspect ratio 
• 40-um thick z-axis film L"~-~^ 

Typical Surface with 0.2 urn Peak-to-Peak Roughness (Magnified) 

/T\ 

Case 3 
• 0.375-um wires 
• 0.75-um grid 
•41,000 per pad 
•100:1 aspect ratio 

\^A 

KM /C\ x~\ 
MMM 

Case 4 
• 0.025-um wires 
• 0.05-um grid 
• 9,235,000 per pad 
• 1600:1 aspect ratio 

KM\ 

Thermo- 
plastic 

Material 

Figure 3. Small Z-Axis Wires Provide Superior Contact Resistance 

Z-axis 
-► Interconnect 

Material 

Figure 4. Manufacturing Process for Micro-Z-Axis Material 

chemicals that do not dissolve the base polymer, and the holes are plated with gold or other 
suitable metal. 

A number of candidate polymer materials have been evaluated to date by tracking, 
etching, and plating. Table 1 gives data on several such materials. In order to provide 
adequate compliance to accommodate expected surface topography and to provide good 
thermal and electrical resistance, we have defined the following goals for a z-axis die-attach 
system with micron-sized conductors through a thermoplastic material: 

Thickness 
Conductor size 
Metal fill 
Thermal conductivity 

50 - 75 (im 
0.1 -5 um 
15% 
30 W/m-°K 

ULTRA-LOW-COST MICROWAVE CIRCUITS 

In today's microwave industry cost reduction is of greater importance than circuit size 
and performance improvement. To dramatically reduce the cost of microwave functions, we 
have relied heavily on the experience of the mainstream electronics industry where electronic 
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Table 1. Status of Candidate Z-Axis Materials 

AT&TECPI Micro Z-Axis Micro Z-Axis 
Property Units (demonstrated) (demonstrated) (projected) 

Dielectric Material Silicone Rubber Polycarbonates, 
Polyesters 

Polycarbonates, 
Polyesters, Alpha 
Metals Staystik 

Conductor Material Nickel Plated Steel 
Spheres 

Gold Gold 

Thickness urn 150 to 250 10 50 to 75 
Conductor Spacing |jm 250 1.8 0.25 to 15 
Conductor Size pm 25 0.08 0.1 to 5 

Metal Content volume 
percent 

0.8 0.15 10 to 15 

Electrical Resistivity ii-cm 0.33 N/A <10"6 

Thermal Conductivity W/m°K 0.39 0.27 30 to 45 

circuits are fabricated by soldering ICs in ever-shrinking surface-mount packages onto 
multilayer polymer/metal circuit boards whose design rules for lines and spacing are 
shrinking to keep pace. Low-frequency, narrow-band RF and microwave functions are being 
fabricated using this same circuit board and packaging technology, and there is great 
demand now for GaAs monolithic microwave integrated circuits (MMICs) in surface mount 
packages. The cost per function for assemblies using this technology is orders of magnitude 
lower than that using conventional microwave integrated circuit techniques. 

To provide similar cost improvement for higher frequency, greater bandwidth, and 
higher power microwave assemblies, at Texas Instruments we are exploring techniques to 
extend the performance of circuits based on multilayer polymer/metal circuit boards. These 
performance requirements, for the most part, preclude the use of packaged devices because 
of the lead inductance of even the smallest surface mount packages. The resulting "chip-on- 
board" technology must have very fine linewidth and control, a viable vertical interconnect 
technique, and means of thermal management. To allow mounting of bare GaAs MMICs 
directly to multilayer interconnect circuits, we have developed a class of MMICs having the 
active circuitry completely covered by a metal top-side ground plane, the Embedded 
Transmission Line MMIC. In this approach, the microwave circuitry is completely isolated 
from electrical or environmental effects of the packaging techniques. RF I/O contacts are 
provides by pads isolated from the ground plane. These I/O pads are connected to 
corresponding pads on the multilayer interconnect circuits by an adhesive z-axis material 
layer or by solder bumps. 

The Embedded Transmission Line (ETL) MMIC 

To be compatible with low-cost flip-chip circuit technology as well as with the 3- 
dimensional circuitry discussed in the first part of this paper, changes to the MMIC itself are 
needed. To address some of these issues, we initially developed a simple shielded MMIC 
with a ground plane over the entire chip except for bond pad regions. That "capped MMIC" 
is shown conceptually in Figure 5. It allows on-chip interconnects to be compatible with 
wire-bond-free chip interconnection. A consequence of the elimination of wire bonds is that 
the chip surface itself is in close proximity to the traces on the circuit board. Therefore, a 
means to avoid or compensate for interactions between on-chip signals and signals on the 
interconnect circuit are needed. 

The simple capped MMIC was subsequently modified to optimize on-chip transmission 
lines and interconnects for best performance and processing ease. The result is a multilayer 
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Conventional 
Microstrip 

Circuit Elements 

Ground Post 

Figure 5. Capped MMIC Concept 

technology using thick layers of polymer and metal. Features of this embedded transmission 
line (ETL) MMIC are shown in Figure 6. This structure uses two thick layers of polymer 
insulator and three thick metal layers making possible transmission lines both on the GaAs 
surface and suspended half way between the GaAs surface and the topside ground plane. 
Thick metal vias connect both ground and signal pads to the topside. For flip-chip mounting, 
the ground vias are made large enough to provide excellent heat sinking of the active 
devices. 

The ETL MMIC improves upon simple capped MMIC in that the matching elements 
are designed specifically for the ETL medium. No substrate thinning or backside vias are 
used, and the device is suitable for flip-chip or upright mounting. Excellent RF isolation 
from the packaging environment and improved ruggedness with respect to chip handling are 
achieved. Complete RF testing can be performed in wafer form prior to packaging. 

RF or DC 
Contact Pad 

Ground Via 
Ground Plane 

Suspended 
Transmission 

Line 

GaAs Substrate 

Capacitor or 
First-Metal-to- 
Second-Metal 

Crossover 

Figure 6. Features of the Embedded Transmission Line MMIC 
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Combined with multilayer wire-bond-free packaging, an increase in routing density is 
achieved. 

Several polymers are under consideration for the thick dielectric. Low dielectric 
constant and dissipation factor, low water absorption and weight loss, and good CTE match 
to GaAs are desirable. Table 2 shows properties of candidate polymers that are being 
evaluated. We are simultaneously exploring means to fabricate the ETL MMIC on-chip 
interconnects. Two basic flows are envisioned, as illustrated in Figure 7. On the left via 
posts are plated prior to coating with polymer, a more practical process, at present, than that 
shown on the right, where the thick polymer is etched and then plated. In either case, some 
means to planarize the surface prior to forming the next layer of metal and polymer is 
anticipated. Figure 8 shows photographs of plated via plugs on an experimental wafer just 
prior to applying the thick polymer (polyimide) layers. 

Table 2. Candidate Dielectric Polymers for On-Chip Interconnects 

Property 
Dow BCB 

(benzocyclobutene) 
DuPont PI2611 

(polyimide) 
Dow PIBO (polyamic 
acid solution in NMP) 

CTE (ppm/C) 65 

Dielectric Constant 2.7 

Dissipation Factor 0.0008 

Water Absorption 0.25% 

Weight Loss (350C) 2% 

Planarization 90% 

Adhesion Fair 

3 (horiz.) 

2.9 (horiz.) 

0.002 

0.5% 

0% 

<50% 

Good 

5 

~3 

NA 

NA 

NA 

NA 

NA 

Via Plate Polymer Coat and Etch 

Polymer Coat Via Plate 

zzz/ 
Planarize Planarize 

Top Metal 
(a) 

Top Metal 
(b) 

Figure 7. Alternate Interconnect Process Flows:  (a) metal posts formed prior to polymer deposition, (b) 
polymer deposited and etched prior to metal via fill. 
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70-um "Plugs" on 150-um Pads 50-um Thick Plated Gold Plug 

Figure 8. Plated Gold "Plugs" for Thick-Dielectric Vias (before Dielectric Coat) 

Ultra-Low-Cost Module Concept 

Enabled by the technologies discussed above, we envision an advanced low-cost, 
compact module suitable for both ultra-low-cost commercial and high-performance military 
applications. It incorporates a polymer/metal multilayer circuit with embedded passive 
components, ETL MMICs, silicon ICs, and discrete passive components attached to it with 
z-axis adhesives, and a molded encapsulant. Since it is manufactured in batch as a panel and 
contains a minimum of materials, it will be fast and inexpensive to manufacture. Features of 
this multi-chip assembly, shown in Figure 9, are an expansion matched, high thermal 
conductivity multilayer interconnect circuit, the use of z-axis material for chip attachment, 
the ETL MMIC, and the molded enclosure with integral heat fins. Even though a number of 
developmental challenges remain, this concept has the potential to revolutionize microwave 
circuits the way that surface mount ICs have revolutionized the low-cost computer industry. 
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Future Applications of Millimeter Technology 

Robert McLaughlin1 

Chief Scientist 
WinStar Communications 
Tyson's Comer, VA 22043 

Abstract 

As the technology that has been created for the cold war becomes more generally available the 
millimeter band will be more accessible. A number of applications can be developed based 
on the MILSTAR system, BCIS and similar systems. It is possible to develop everything from 
fixed, to multipoint, to mobile. Applications can be both indoor and outdoor. Areas that are 
being explored currently are short haul, wireless ATM, wireless cable, wireless local loop and 
collision avoidance radar. 

Current Defense Technology 

Millimeter technology has been used in the US military for over 20 years. It has been used for 
tactical communications under the umbrella of MILSTAR. MILSTAR uses 20,44 and 62 
GHz bands for communications. It is used in a context suggestive of low and high tier mobile 
and satellite communications. Other uses of the K-a and millimeter band include a Friend or 
Foe Identification System at 38 GHz. Work on a number of proximity radars and side-looking 
surveillance radars has been done. These systems operate from 30-96 GHz. Most of the solid 
state RF has come from the proximity radar. 

The reasons for its use are the security that is provided in narrow beam and high atmospheric 
absorption. Antennas and Linear RF have been developed to provide these systems are near 
the point that they can be commercialized. This work has been done by a number of organiza- 
tions including TRW, Hughes Aircraft, Lockheed-Martin, HP, Raytheon, and GEC Marconi to 
name a few. Work is still on going although there is a push in the DoD to use Commercial Off 
the Shelf (COS) Technology. Work around turning BCIS into a battlefield communications 
system are likely to be the most interesting in the commercial world. 

Current Applications 

Current applications of the K-a and Millimeter bands include: 

Fixed Point to Point Service 

1 Author's Address: 7799 Leesburg Pike Suite 401S, Tyson's Comer VA, 22043. Email: 
rmclaugh@winstar.com. 
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Wireless Cable (LMDS) 
Collision Avoidance RADAR 
LEO Satellites 

Currently these applications are limited by the RF power amplifiers (PAs) and Low-noise 
amplifiers (LNAs) commercially available. At the bottom of the K-a band solid state amplifi- 
ers can do in the range of 10 Watts Class C2 power and about 100 Watts with a Klystron. 
While at the low Millimeter band solid state is limited to 1 Watt Class C solid state and with a 
Klystron is about 30 Watts. LNA's in the bottom of the K-a band can be found with noise fig- 
ures of under 2 dB while in the millimeter band 4 dB is common. The lack of power and high 
receiver noise figure greatly limit applications. 

In the upper K-a and millimeter at present most of the RF modules that used are based on the 
use of a varactor multiplier that is driven by a VCO. The VCO is used as part of a PLL that 
provides tuning and in some implementations modulation of the RF. The difficulty is that by 
using a multiply up RF source, power and the kinds of modulation techniques are limited. 
Generally power is not more than 18 dBm and the modulation method is QFSK. 

Commercial applications as a result for the most part limited to short haul point-to-point links. 
These links are used as back haul for off-net locations, internal connections between a campus, 
and connections for an internal network. At present several companies offer services where 
DS1 and DS3 links are leased for these purposes. The lack of linear RF power limits links to 
within 6 km and the bit rates to 1 bit/hertz/second. 

At 56-76 GHz collision avoidance Radars are being developed. In a short time they will 
become required equipment in Germany. These Radars will warn if one is too close to the car 
ahead that is the distance is shorter than the minimum required braking distance. Over the next 
several years this will become a growing area. It is possible to expand this to include analysis 
of road and tire conditions to allow intelligent adjustment to actual conditions.  In the US the 
FCC has made a rule making for unlicensed vehicular radar at 46.7-46.9 GHz and 76-77 GHz 
while allowing unlicensed uses at 59-64 GHz for non-vehicular radar applications. 

Near Term Applications 

It is possible to expand to current applications to include a fixed point-to-multipoint service. 
This service uses a central hub that provides links to sites that are at a distance from the hub. 
These systems are being developed to provide a number of services is the K-a band and mil- 
limeter band.   They include: 

LMDS 
MMDS 
Wireless POTS 
Satellite Links 

MMDS is at 2.5 GHz and 18 GHz it is a wireless cable system. It is being deployed in the US 
and generally provides an analogue TV signal. LMDS downlink is at 28 GHz with an uplink 
at 31 GHz and is designed to allow provision of interactive wireless services. MVDS is at 44 
GHz and is the European version of LMDS. Wireless POTS services are designed to provide 
basic POTS services in those places that do have an embedded wire infrastructure. These sys- 
tems are being deployed in bands from 2-44 GHz. 

It is clear, in the near term, applications in the US will be driven by the need to provide com- 
petitive access for cable and telephone systems.  In the large markets of Asia, South America 
and the former East Block wireless communication maybe the only viable method in the near 
term to provide universal telecommunications services. However unless Linear RF is provided 

2 A good rule of thumb is that Class Power is about 6 dB down from Class C Or we have 
about 2.5 watts solid state Class A power at 28 GHz. 
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in the millimeter bands it is not likely these applications will occur much above the middle K-a 
band. 

In a number of the proposed LEO and MEO satellite systems, 28 and 44 GHz are proposed for 
satellite to ground links.  In many of these systems the switching functions are done on the 
ground with the gigahertz links required to provide the bandwidth needed for the up and 
downlinks for the carrier traffic and control of the satelite. There is some conflict between 
these applications and some proposed terrestrial ones. The recent FCC rule making at 28 GHz 
has only made these conflicts worse by not allocating enough bandwidth for either satellite or 
terrestrial applications while trying to make both sets of petitioners satisfied. 

Medium Term Applications 

As we have mentioned the deployment of millimeter technology much beyond its current uses 
require the development of Linear RF in the 24-50 dBm range. It is possible by the use of 
Klystron's and TWTs to get Linear RF in the range of 36 dBm. There are military systems that 
are based on GaAs that provide over 24 dBm linear RF at 44 GHz and hints of greater powers 
have been made. Several have mentioned the possibility of $5 MMICs3 in the millimeter if 
there is a great enough demand. Delivering on this promise implies that the following applica- 
tions can be developed in the next 5 years: 

LMDS like services in the millimeter band 
MVDS 
Long Haul, high bandwidth fixed point-to-point 
Medium Haul, high bandwidth fixed point-to-multipoint 
Microcell Mobile 
Campus Area LANs 

The development of wireless interactive video services seems to be an area that will expand 
greatly as markets become competitive or begin to develop in Asia, South America and the 
former East Block. These markets will in short time consume a great amount of equipment. 
Since wireless has both a quick deployment time and a lower capital cost than wired solution 
capital cost. 

With Linear RF comes both distance and dense modulation schemes. As much as 20 kilome- 
ters with 12 bits/hertz/second seems possible. This would allow services at rates in the range 
of OC-9. In the next five years it seems likely that we can expect services in the range of OC-3 
at distances of 10 kilometers. 

These distances and bit rates can be divided up to provide hubbed or multipoint services. 
These systems will allow the deployment of a wireless backbone for competitive local access, 
wireless interactive services, and wireless cable. Some applications like a backbone will 
require symmetric bandwidth. While the wireless interactive and cable services will require 
asymmetric bandwidth. 

Mobile applications seem to be a natural extension of MILSTAR. It seems likely in the next 6 
years a microcell system will be deployable.  Given the large bandwidths possible in the mil- 
limeter bands the promisees of High Data Rate services on PCS and PACS will be delivered. 
Combine the bandwidth with something like a JAVA terminal and one has a very powerful 
service. 

3 TRW GaAs Products Division at a rump session of MTT-S '96 announced that by 2001 it 
expects runs of 2000 wafers to cost $0.75/mm2. With a 50% yield rate for 1.0 mm2 chip (typi- 
cal PA size) this translates into $3.50 per MMC in a plastic package for a 1 Million piece run. 
Such volumes seem likely only when millimeter technology becomes a consumer product. At 
such volumes RF Units in the realm of $50 seem possible. 
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Long Term Applications 

In the next ten years it is possible a large number of commercial applications some of which 
presently seem impossible will be developed. These include but are not limited to: 

Intelligent Highway 
Extension of Optical Systems 
Backbone 
Long Haul 
High Tier Mobile 
Satellite Based Mobile 

These services will require a greater understanding of propagation and greater density power 
sources. Mobile applications seem to be very attractive for some businesses as they will allow 
delivery of data while in transit. Millimeter based intelligent highway systems will improve 
trunking and the use of roads in general. The satellite application would be what the MEO and 
LEO satellite systems want to deliver. The idea that high bandwidth services can be delivered 
from any point on the earth to any other point seems to have a great utility. 

As Photonic Microwave technology develops (see reference 14) it will be possible to develop 
systems where the radio is directly tied to a fiber link. Providing a continuous path. Systems 
based around this for the delivery of cable and similar services that are inherently analog are 
being developed in Europe at lower frequencies.  Photonic Microwave has the possibility of 
proving radios with greatly reduced phase jitter and improved signal to noise ratios over that 
which is currently considered possible with electronics. These improvements will lead to new 
applications that have yet to be considered. 

Technology Sources 

At this time a number of companies are making Power Amplifiers (PA) and Low Noise 
Amplifiers (LNA) for the millimeter region. There needs to be some improvement before 
many of the applications discussed can be made real. A summary ofPA's and LNA's at 38 
GHz: 

Company4 

Alpha 
DBS Microwave 
Endgate 
GEC Marconi 
HP 
Hughes 
Lockheed-Martin 
MA/Com 
Millimeter 
Raytheon 
TI 
TRW 

LNA Noise Figure in dB      PA 1 dB Compression Point in dBm 

4 
4 
4 
4 

13 
13 
13 

No Product 
Entering market in 1997 
No Commercial Product. 
No Commercial Products 
Entering Market end of 1997 

4 17 
Will build to suite. 
No Commercial Products above 28 GHz 

4 23 

There a number of companies that make multiple up-convertors and down-convertors in the 
millimeter band. They are used extensively in the nFSK radios that are commercially sold. To 
develop the potential of this spectrum use of QAM is required. This means the development of 

"This was as of June 1996.  Updated information is always welcomed. Many of the compa- 
nies have expressed interested but have no dates for commercial products. 
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PA's in the 30 dBm realm and RF receivers whose antenna to IF output noise figure is less 
than 5 dB. Something that in commercial product is a few years off.  The development of InP 
will improve this in the millimeter band in about 7 years. 

A generally understated problem is the Modem. To develop wireless applications in general 
will require cheap single chip modems. Satellite TV and digital wireless applications have 
caused the development of 4 and 8 PSK modem chips that can operate at over 20 MegaBaud. 
For digital wireless to meet its potential chips that can deliver 1024 QAM at 25 MegaBaud or 
higher need to be developed. Work that has been done for the NSA and DoD in GaAs has the 
potential to be turned into Silicon based ASICs in the next 2 years. 

Required Research 

To provide these services there is a lot of research that must be done. For the most part they 
are all in the area of propagation.  A review of the literature indicates that there are a number 
of holes in the studies that have been done. It is clear that millimeter is effected by rain but 
exactly which aspect of rain? Is the aspect drop size, rain rate, or sheeting? 

These questions can be answered only with extensive study.  However without that study it is 
not likely that all the economic potential in this spectrum will be developed. It will take a pro- 
gram that is national in scope about 5 years with a modeling ability to provide answers. Some 
studies have been done by the military but it is not likely they will provide all the required 
answers. As one can trade power (money) for understanding of propagation. 

Microwave Photonics is developed enough that one can think in terms of all optical radio. 
Such a radio will have extradionary characteristics. 

Self-Induced Transparency5 is a possible means to get around the losses induced by rain in the 
millimeter. This would be done by having the pulse length shorter than the relaxation time of 
water. The modulation would be in the pulse edge. It is not clear if this can be commercialized 
but if the effects of rain can be mitigated this would allow a board set of applications for mil- 
limeter. 

New modem designs using advances in decision theory need to be constructed. These 
modems should allow higher bit rates in noisy enviroments that convential modems allow. 
This however will also require very cheap DSPs. 

Conclusion 

The millimeter spectrum has the potential to deliver several commercially important wireless 
high-bandwidth services. With the commercialization of defense technologies it is likely the 
technology required for the delivery of this promises will occur. It will however require an 
investment in development of modems, GaAs and InP technologies and propagation research. 

References 

1. Theo G. Van De Roer, Microwave Electronic Devices, Chapman and Hall, London UK, 
1994. 

2. Kaveh Pahlavan and Allen Levesque, Wireless Information Systems, Wiley-hiterscience, 
NYC NY, 1995. 

3. Roger L. Freeman, Radio System Design for Telecommunications (1-100 GHz), 
Wiley-Interscience, NYC NY, 1987. 

4. Merrill Skolnik, Introduction to Radar Systems, McGraw-Hill, NYC NY, 1980. 
5. Roger Lhermitte, Attenuation and Scattering of Millimeter Wavelength Radiation by Clouds 

and Precipitation, Journal of Atmospheric and Oceanic Technology, Volume 7, 
Number 3, June 1990, page 464. 

Suggested to me by Jim Frazier of the University of Texas. 

73 



6. M. Hata and S. Doi, Propagation Tests for 23 GHz and 40 GHz, IEEE J. on Selected 
Areas in Communications, September 1983, page 654. 

7. Edmond Violette, Richard Espeland and Kenneth C. Allen, Millimeter-Wave Propagation 
Characteristics and Channel Performance for Urban-Suburban Enviroments, NTIA 
Report 88-239. 

8. R. Espeland, E. Violette, and K. Allen, Atmospheric Channel Performance at 10 to 100 
GHz, NTIA Report 84-149. 

9. David Jones, Richard H. Espeland arid Edmond J. Violette, Vegetation Loss Measurements 
at 9.6, 28.8, 57.6 and 96.1 GHz Through a Conifer Orchard in Washington State, 
NTIA Report 89-251. 

10. J. Shapiro, Adaptive Diversity Combining for Improved Millimeter Wave Communication 
Through Rain, IEEE J. on Selected Areas in Communications, September 1983, 
page 686. 

11. James Fawcette, Milstar: Hotline in the Sky, High Technology, November 1983. 
12. G. Brussaard and P. A. Watson, Atmospheric Modeling and Millimetre Wave Propagation, 

Chapman and Hall, London UK, 1995. 
13. Michael J. Marcus, Recent Prgress in US Millimeter Wave Spectrum Management 

Policy, MTT-S1996 Digest, Volume 2, page 505. 
14. Alwyn Seeds and Charles Cox, Microwave Photonic Systems, Workshop at IMS '96. 

About the Author 

Robert McLaughlin is the author of 40 papers and books and holds patents in switching and 
multimedia. He is currently responsible for new technology at WinStar Communications, Inc. 
a provider of services at 38 GHz in the US. He is a member of the IEEE, the ACM, the 
American Society for Quality Control, and the Association of Old Crows. 

74 



DISTRIBUTED POWER COMBINING AND SIGNAL PROCESSING 
IN A 2D QUASI-OPTICAL SYSTEM 

James F. Harvey1, Michael B. Steer2, Huan-Sheng Hwang2, 
Todd. W. Nuteson2, Chris W. Hicks2, James W. Mink2 

'US Army Research Office 
Research Triangle Park, NC 27709 

2North Carolina State University 
Raleigh, NC. 27695 

INTRODUCTION 

Quasi-optical power combining is a circuit integration technique that holds the promise 
of moderate to high powers in the high RF frequencies using a planar semiconductor integrated 
circuit technology, providing the traditional advantages of solid state technology: low cost, low 
weight, reduced size, low phase noise, high reliability, and long circuit life, to mm-wave 
systems. These potential advantages are extremely important for applications in satellite 
communications, in vehicle warning radar, in cellular radio base stations, and for primarily 
military applications such as missile seekers, unmanned aerial vehicles, and millimeter wave 
radar. Currently the requirement for moderate or high powers at mm-wave frequencies for 
these applications is met by commercial traveling wave tubes. A solid state technology 
compatible with commercial planar IC fabrication techniques could provide lower cost 
fabrication of circuits with the inherent advantages of small size, low weight, low phase noise, 
and high reliability and operating life. Unfortunately, the size of static semiconductor devices 
is limited by capacitive delay effects and by wavelength effects (a non-traveling wave device 
larger than about half a wavelength begins to introduce negative phase interference in the 
collected current). Since the device size is proportional to power capacity, high frequency mm- 
wave devices produce very small power outputs. In order to address applications requiring 
mm-wave power, many semiconductor devices must be combined together. However, 
traditional corporate combining structures are limited in the number of devices which can be 
combined together. In addition, losses due to radiation, substrate modes, and conductor loss 
per unit length due to skin effect all increase significantly at higher mm-wave frequencies. 
Quasi-optical techniques avoid much of these losses and problems of corporate combining 
circuits by doing the power combining in the extended electromagnetic field in free space or 
in a dielectric substrate. The size of the combining region is typically greater than several 
wavelengths and less than 100 wavelengths, so in the combining region the electromagnetic 
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field is controlled by devices such as lenses and mirrors rather than devices such as 
transmission line or single mode waveguide, resulting in the name "quasi-optics." 

NEW APPROACH FOR QUASI-OPTICAL POWER COMBINING 

In this paper, we describe a new approach to quasi-optical power combining using the 
extended EM field in a two dimensional dielectric substrate, rather than the free space 
combining favored by quasi-optical grid or quasi-optical array architectures. The previous 
paper in this review, by Prof. Rutledge, describes an amplifier grid architecture, in which the 
devices can be spaced much closer than half a wavelength in a planar array and the metallic 
connectors for the inputs and outputs form extended multiwavelength antennas. An alternative 
architecture uses a planar array of active antennas, each antenna circuit having an active device 
or IC integrated directly into the array.1 Amplifier arrays and oscillator arrays have been 
demonstrated in both the grid and the antenna array architectures.1"5 The grid architecture and 
the antenna array architecture both utilize two dimensional planar arrays of circuits, which are 
individually compatible with planar solid state fabrication technology, but which must be 
individually mounted and aligned in a system structure. However, the combining is done in 
the three dimensional free space surrounding and between planar arrays. Polarization is 
generally used to isolate the input from the output of these circuits, and polarizing grids are 
generally used to control the polarization between device arrays. 

An alternative type of quasi-optical architecture combines the power in the EM field 
confined within a dielectric substrate. Since the substrate confines the EM field in a region of 
less than a wavelength in one of the dimensions, the combining is essentially in a two 
dimensional field distribution. (Reference 6 is an analysis which demonstrates that lenses 
within the substrate can guide the propagating field in Gauss-Hermite beammodes.) Two 
approaches have emerged for quasi-optical power combining in a two dimensional substrate. 
The first reported 2D combining structure used oscillator and amplifier active antenna elements 
at the surface of the substrate to add incrementally to the increasing EM field within the 
substrate.7"8 An alternative approach couples out essentially all the power from the substrate 
mode, dividing it among an array of amplifier circuits and delay lines. The power is amplified 
in separate amplifier chains, with the phase in each controlled by separate delay lines so that 
the power can be coupled back into the substrate mode with the appropriately shaped wave 
front.9 The first technique attempts to keep the EM field primarily within the substrate, 
performing as much processing functions within the substrate as possible, for example lenses 
and mirrors within the substrate are used to control the Gaussian lateral field distribution. The 
second technique takes the approach of doing most of the amplification and processing outside 
the substrate. There are several potential advantages for these 2D combining architectures over 
the more traditional 3D combining architectures described above. Since the combining is done 
within a 2D confined substrate and since the critical wave dimensions within the substrate are 
reduced by a factor of the index of refraction, 2D substrate combining can be much more 
compact. Since an entire 2D system can consist of a single substrate, with metallization and 
possibly micromachining on each side, fabrication is compatible with planar solid state 
photolithographic IC technology, without needing external support and spacing structure. 
Manufacture can be relatively simple and inexpensive. This system structure is solid and 
therefore rugged and resistant to mechanical shock and vibration. The absence of external 
supporting structure may also result in lighter system weight than for 3D systems. Since the 
active device elements are on or near the substrate surface, metallization on the surface can 
improve heat dissipation compared with many of the 3D system architectures. Finally, because 
the wave impedance in the substrate is less than the impedance of free space, the impedance 
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transformation required to match individual devices to the propagating modes is less than for 
free space combining. In this 2D architecture, substrate modes are used for the combining and 
signal routing. So in contrast to conventional MMIC's, components located on the substrate 
surface are optimized to couple into the substrate modes. 

THE 2D SUBSTRATE POWER COMBINING SYSTEM 

A conceptual 2D substrate power combining system is shown in Fig. 1. A low phase noise 
signal source or quasi-optical oscillator array can provide the initial source of the EM field. 
The propagating field is shaped and controlled by optical elements such as lenses or mirrors 
within the substrate. Amplifier arrays increase the power in the EM field and arrays of 
nonlinear devices can perform various signal processing functions such as frequency tripling. 
Leaky wave antennas provide a very natural way to couple the EM power out of the substrate 
system. Over the last 3 years we have separately demonstrated most of the individual elements 
of this architecture at X-band frequencies. A 2D oscillator array combiner produced efficient 
power combining. A 2D amplifier array combiner yielded high gain. The lens system for 
substrate mode control was successful, and the leaky wave antenna structure proved to be an 
efficient way to couple out the electromagnetic energy with a frequency scannable structure. 
These experiments were designed to demonstrate concept viability and the circuits and devices 
were not fully optimized. 

BOTTOM GROUND PLANE        COVERING DIELECTRIC 

J 
LENS AMPLIFIER ARRAY LEAKY-WAVE ANTENNA 

Figure 1. 2D quasi-optical power combining system. 

The combining of a 2D oscillator array was successfully demonstrated for the first time. 
Fig. 2 shows the architecture of this experiment. An array of four active antenna elements, 
using GaAs MESFET oscillators directly incorporated into planar tapered slot or Vivaldi active 
antennas, was placed on the surface of the substrate. The Vivaldi antennas effectively isolated 
the active device from EM fields behind the antenna. Metal reflectors were placed at the front 
and back edges of the substrate, shaped to form an open resonant cavity within the substrate. 
The curved reflector was circular to approximate the parabolic wave front of the resonant 
modes, while the planar reflector is at the mode waist. 

77 
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DIELECTRIC SLAB 
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PLANAR COPPER REFLECTOR 

(a) 
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Figure 2. (a) 2D quasi-optical oscillator array, (b) oscillator unit cell. 

The oscillators were turned on one at a time, each one locking to the mode within the 
open cavity. The oscillator spectra are shown in Fig. 3 with the power level rising 3 dB for two 
oscillators and an additional 3 dB for four oscillators. This result indicates highly efficient 
power combining for the 2D substrate architecture and may point to a major advantage of 2D 
quasi-optical power combining. The linewidth for four oscillators was less than 6 kHz at 30 
dB below the peak. The quasi-optically combined oscillators could be injection locked using 
an external synthesized source with a power level 35 dB below the oscillator peak power level. 
The resulting injection locked signal had a reduced linewidth less than 3 kHz at 30 dB below 
peak. The lock-in bandwidth was 350 kHz and the locking bandwidth was 470 kHz. 
Increasing the injection locking signal by 3 dB increased the lock-in bandwidth to 590 kHz and 
the locking bandwidth to 700 kHz.7 
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Figure 3. The oscillation spectra. 

A 2D substrate quasi-optical amplifier combining array was demonstrated with four 
MESFET amplifier elements, each element consisting of a MESFET integrated directly into 
an active antenna, with input and output Vivaldi antenna sections, as shown in Fig 4. The 
Vivaldi antenna segments were effective in isolating traveling waves going in opposite 
directions within the substrate. The array produced 15 dB small signal gain and roughly 10 dB 
saturated gain (see Figs. 5 and 6). The MESFET amplifier circuits were biased at low current 
(with only milliwatts of output power) to keep the amplifiers in stable operation. The active 
antenna elements were located under the substrate and above the ground plane, as shown in 
Fig. 4, to minimize distortion of the EM fields and scattering from the top surface. The 
dielectric substrate material was Rexolite (er=2.57) and the lenses were Macor (8 =5.9), with 
focal lengths of 28.54 cm. The substrate width was 30 cm. The substrate thickness was 
roughly half a wavelength, with the propagation in the TE Gaussian beam mode. The use of 
the TE mode reduces loss due to scattering at the surface because the field strength is very 
small there. The placement of a metal cover on top of the substrate decreases system losses by 
3.5 dB, see Fig. 6. Other sources of system loss have been identified, and prospective 
countermeasures are proposed to reduce them. There is a 10 dB insertion loss for this system. 
An additional 4 dB in gain can be achieved by using concave lenses of air, rather than convex 
lenses of Macor, because the concave shape reduces scattering at the lens. An additional 2 to 
4 dB can be recovered by reducing scattering at other places in the system. The amplifier array 
saturated at -15 dBm input power. At saturation, the gain vs input power curve for this type 
of quasi-optical system has a different characteristic shape than for a conventional amplifier. 
This is due to the unique quasi-optical structure in which each amplifier only samples a small 
fraction of the total electromagnetic field. As input power increases beyond amplifier 
saturation, the power simply bypasses all the amplifier devices and the output power increases 
linearly with the input power with a slope of l.8 

79 



The leaky wave antenna structure shown in Fig. 2 was demonstrated as a method of 
coupling the radiation out of the substrate. Ten 1/8 inch wide metallic strips were placed at 
half wavelength intervals on the surface of the substrate. The output coupling was about 50% 
into the far field beam, with the remainder scattered. The 3 dB beam width was 10° and 
remained constant as the frequency was varied from 9 to 11 GHz. The beam direction scanned 
an angle of 30° during this frequency change. No attempt was made at this time to optimize 
the leaky wave structure. 

AMPLIFIERS UNDER SLAB 
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Figure 4. 2D quasi-optical amplifier array. 
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Figure 5. Small signal gain vs. frequency (GHz) for 2D quasi-optical amplifier array. 
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Figure 6. Gain vs. input power at 7.35 GHz for 2D quasi-optical amplifier array. 

CONCLUSION 

As frequency increases the leakage of millimeter wave electromagnetic energy from 
metallic microstrip into substrate modes or free space radiation appears to be telling us that 
new circuit integration techniques are needed. Quasi-optical techniques take their direction 
from the natural inclination of the electromagnetic energy and perform power combining and 
other signal processing functions in three dimensional free space or in two dimensional 
substrate modes. In this paper power combining of oscillators and amplifiers, substrate beam 
control, and output beam steering using a leaky wave structure have been discussed. Other 
researchers, at the California Institute of Technology, have reported the modulation of optical 
waveguide signals using millimeter wave energy coupled from substrate modes into an electro- 
optic modulator via an array of antenna elements on the substrate surface along the 
modulator.10 These results suggest that a similar structure might couple detected millimeter 
wave energy from a waveguide-type photodetector, such as discussed in reference 11, into 
substrate modes. The way is opened for a circuit integration technology which keeps the 
millimeter wave EM energy in substrate modes to maximum extent possible, using quasi- 
optical techniques for power combining, signal processing, and signal routing within the 
substrate. The millimeter wave energy is coupled into or out of the substrate modes using 
leaky wave structures to interface with free space radiation or surface antenna-waveguide 
electro-optic structures to interface with optical fiber optical radiation. In this type of circuit 
integration the millimeter wave energy is in a highly distributed form. New distributed devices 
and distributed structures may play a significant role. Photonic crystals may be effectively used 
to guide and isolate propagation paths, to filter the RF signal, and to control polarization. Non- 
linear material may be used to perform frequency multiplication and other signal processing 
functions, in a manner similar to non-linear optical processing functions. Distributed devices 
such as waveguide electro-optic modulators and photodetectors, distributed amplifier 
structures, and non-linear RF waveguides may be the key functional electronic elements. 
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Abstract 

In this paper we propose new designs of transmission lines and transition geometries 
for in-layer and layer-to-layer interconnections in advanced multilayer MMICs. Use of 
conventional transmission line concepts, such as a microstrip line, a coplanar waveg- 
uide and a slotline (that are normally fabricated on a single substrate,) would fail to 
function properly in a general multilayer environment. The proposed designs are de- 
scribed, with discussion of the basic principles of operation and design considerations. 
Avoidance or suppression of multilayer parallel-plate modes is one of the critical issues. 
Theoretical and experimental results are presented in order to demonstrate the merits 
and proof-of-concepts of selected devices. 

1     Introduction 

Microwave and millimeter wave integrated circuits (MMICs,) in which active and pas- 
sive components, as well as transmission-line distribution network, are fabricated on 
a single semi-insulating semiconductor substrate, are finding extensive applications in 
modern satellite, mobile and personal wireless communications. Considerable research 
and development efforts have been directed in the past towards the single-layered MMIC 
technology. However, from various technical and economic considerations, the single- 
layered MMIC technology may be less than optimum in many applications, and could 
sometimes pose serious fundamental limitations. In many MMICs, the passive compo- 
nents and power distribution network constitute a large fraction of the total circuitry, as 
compared to the active components. Because the passive components could be printed 
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on a cheaper dielectric substrate, not necessarily on the same semiconductor substrate 
as the active devices, this results in an inefficient use of the expensive semiconductor 
substrate. Besides this economic consideration, sometimes circuit components of dif- 
ferent functionality may require substrates of different thicknesses, dielectric constants, 
or other parameters for optimum performance. This is particularly true when circuits 
and printed antenna elements, which have potentially conflicting design reguirements, 
are integrated together. In order to avoid spurious radiation from the circuitry, and 
also to achieve a high integration density due to the resulting smaller component size, 
the circuit components require a thin, high-dielectric constant substrate. On the other 
hand, antenna elements require a relatively thicker and lower dielectric constant sub- 
strate to achieve larger bandwidth and wider scannability [1,2]. Also, considering the 
possible integration of high Tc superconductors, ferrite films, or other novel substrate 
materials, that are attractive for certain advanced circuit functions (extremely narrow 
band filters using high Tc superconductors, for example), it may be necessary to use 
a separate substrate layer for fabrication of the specific circuit component. Further, 
functional modularity and the design flexibility resulting from using separate layers for 
distinct functions, is always a desirable feature. 

Separate from these general considerations of distinct functional requirements 
or functional modularity, another class of technological limitations of the single layer 
MMICs may justify further the preference for multiple substrates. Depending on the 
substrate dielectric, constant and thickness, as well as the frequency of operation, there 
is an upper limit to the circuit size and integration density per unit base area. Multiple 
layers of integration would allow us to overcome this fundamental limitation. From 
topological considerations, it may be inefficient or impossible to layout certain types of 
circuits on the surface of a single substrate because of cross-over problems. Such topo- 
logical problem of circuit layout can also be solved by routing through more substrate 
layers. 

In summary, in contrast to a single layer MMIC, a multilayer MMIC is signifi- 
cantly more attractive because, a) it provides increased integration space per unit base 
area, and hence increased effective integration density, b) it allows significant improve- 
ment in topological flexibility of circuit routing through more substrate layers, c) it 
could maintain functional modularity of different layers allowing design flexibility and 
the optimal choice of substrates or fabrication process for separate sub-functions, and 
d) it permits convenient integration of other technologies, such as superconductor, opti- 
cal or digital circuits, or ferrite devices on independent layers. Such a multilayer MMIC 
architecture can be configured as follows [3]: sub-circuits performing separate electrical 
functions can be integrated on different layers of a multilayer substrate configuration, 
electrically isolated from each other by conducting ground planes in between or by 
maintaining adequate physical separation. The circuits on different layers can main- 
tain the needed electrical connectivity between each other only at selected locations, 
via coupling slots [4] or slotline transitions [5] across the separating ground plane, or 
via capacitive coupling between printed strips placed in close proximity. The above 
forms of "electromagnetic coupling" between layers, where coupling is established not 
by physical contact between the circuit components but by close proximity, is often 
preferred from fabricational considerations over "physical coupling" through via-holes . 
Fig.l shows a possible multilayer architecture for integrated phased array applications, 
showing multilayer MMIC modules integrated with antennas as well as optoelectronic 
and digital circuits configured on independent layers employing slot-coupling between 
layers. Similar multilayer architectures have also been proposed for mobile communi- 
cation [6]. 
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New geometries of multilayer transmission lines, and new surface-to-surface tran- 
sitions for electromagnetic coupling between layers, constitute the basic elements for 
the future development of multilayer MMIC components and subsystems. New funda- 
mental problems would arise due to the multilayering, which could pose serious limita- 
tion on the type of transmission lines, transitions, or devices one uses for a multilayer 
MMIC. In this paper we propose new interconnects and surface-to-surface transitions 
that are candidates for multilayer integration. The basic principles of operations and 
design considerations are discussed, with selected computational or experimental re- 
sults to demonstrate their operations. The candidate geometries of interconnects and 
surface-to-surface transitions are discussed separately in the following sections. 

Ground Plane 
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Active Circuits 
and Secondary 
Feed Network, 
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Digital Control 
Circuitry 
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MULTILAYER 
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Figure l._Multilayer integration of microwave active and passive circuits, microstrip an- 
tennas, distribution network, and control circuits, employing aperture coupling between 
circuit layers. 
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2     New Interconnects for Multilayer MMIC 

Multilayer MMICs need to use metal planes between circuit layers in order to provide 
the necessary electrical isolation between each other. Presence of these metal planes 
can introduce parallel-plate modes, which can result in transversal power leakage [7,8] 
problems. If common types of metal lines, such as striplines, conductor-backed slotlines 
or coplanar waveguides, are used for signal transmission in such multilayer dielectric- 
metal environment, power can escape from the lines sidewise due to propagation of 
"leaky modes," resulting in severe power loss or cross talk between neighboring cir- 
cuits. Unlike in single-layer circuits, where the standard microstrip, slotline, or coplanar 
waveguides do not suffer from such problems under normal operating conditions, in a 
multilayer MMIC environment the lines can normally suffer from the leakage problems. 
This necessitates use of new types of transmission media. We propose in the following 
three types of designs: (1) dielectric guide-coupled slotlines or coplanar waveguides, (2) 
transmission lines with shorting pins, and (3) parallel-plate dielectric guide. 

2.1 Dielectric Guide-Coupled Slotlines or Coplanar Waveg- 
uides 

Fig.2 shows the geometry of a dielectric guide-coupled slotline or coplanar waveguide. 
Here the central metal transmission line is surrounded by a dielectric medium of suffi- 
ciently higher dielectric constant compared to that of the outside medium. As a result, 
any power that may be escaping out of the central slotline or coplanar waveguide to 
the parallel-plate mode, is reflected back at the outer dielectric interfaces due to to- 
tal internal reflection. With proper selection of the relative values of the dielectric 
constants, together with proper design of the central transmission line, one can com- 
pletely eliminate the lekage problem. Though we specifically show in Fig.2 a slotline or 
coplanar waveguide geometry with conductor backing, such technique is also applicable 
to stripline-type geometries, which would otherwise suffer from similar power-leakage 
problem under practical situations [9,10]. It may be noted, that such dielectric guide- 
coupled geometries are more difficult to fabricate, compared to standard planar trans- 
mission lines, due to its non-planar dielectric guide structure. Though this is an issue 
for fabrication of hybrid-type of multilayer circuits using phtoetching process, it should 
not pose any serious restriction when fabricated together with semiconductor devices 

using a deposition/etching process. 

Fig.3 shows computed results for a conductor-backed coplanr waveguide in a di- 
electric guide-coupled configuration. As the results show, for a range of values of 
the outside dielectric constant, tr, the transmission line can avoid the power-leakage 
problem discussed before. For the total internal reflection to occur, it is required that 
e < ee// = ß2/kl, where ß is the propagation constant of the transmission line, k0 is the 
free-space wave number, and eell is the effective dielectric constant of the transmission 

line. 

2.2 Transmission Lines with Shorting Pins 

When fabrication of the dielectric guide-coupled geometries can be difficult for hybrid- 
type circuits, transmission line geometries with shorting pins on both sides can also 
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Figure 2. Geometry of a dielectric guide-coupled conductor-backed coplanar waveguide 
bmualr geometry of a slotline can be realised by replacing the dual slots of the coplanar 
waveguide by a single slot of width W centered at y = 0. Similar design can also be 
used tor the suppression of leakage for a stripline geometry. 
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Figure 3. Attenuation constant, a, normalized to the free-space wave number, kQ, of a 
dielectric guide-coupled conductor-backed coplanr waveguide of Fig.2 with W = 0.1mm, 
5 = 0.2mm, D = 0.2mm, frequency = 10GHz, tT = 13, for different values of central 
dielectric width a, as a function of the external dielectric constant, e'T. The real part of 
the propagation constant does not change significantly for this set of parameters. 
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serve to reflect most of the power escaping from the central line. The effect is similar 
to the dielectric guide-coupled design discussed earlier. However, the shorting pins 
can only suppress the power leakage to an acceptable low level, but can not totally 
eliminate the problem. This is because, unlike the total reflection in the case of a 
dielectric guide-coupled geometry, a fraction of the total power always escapes through 
the space between shorting pins. Through proper design of placement of the shorting 
pins, one can achieve significant suppression of the power leakage by using only a 

minimal number of the shorting pins. 

Fig.4 shows the basic geometry of a transmission line with shorting pins. Though 
here we show a slotline or coplanar waveguide geometry, similar designs are applicable to 
strip-type transmission lines as well. Fig.5 shows the attenuation constant of a selected 
geometry with shorting pins, which shows the effects of the spacing and size paramters 
of its shorting pins. In Fig.5, for the convenience of analysis and formulation, we have 
used ideal shorting strips with zero thickness and a non-zero width, 8, instead of a more 
realistic cylindrical shape for a shorting pin with non-zero diameter, d. (A shorting pin 
or stip is, in general, interchangeably referred to as a shorting post.) The effect of the 
shorting strips should be funtionally similar to shorting pins, where the width, A, ot 
shorting strips can be viewed analogous to the diameter, d, of equivalent pin geometries. 
As seen from the Fig.5, the loss can be reduced significantly by reducing the distance 
between consecutive shorting posts or by increasing W of the shorting strips. This 
should be expected, beceuse under the above situations less space is available between 
stips for power to escape through. The other governing paramter is the distance of the 
shorting posts from the center of the transmission line. Computations similar to Fig.5 
show that the optimum distance for placement of the shorting posts from the center can 
be different for different types of lines. For a conductor-backed slotline, the optimum 
distance is about A,/4, where A, is the guide wavelength of the leakage wave in the 
transverse (y) direction. Whereas, in order to achieve maximum suppression of leakage 
loss the shorting posts in a conductor-backed coplanar waveguide or a striplme should 
be placed as close to the center as possible without affecting the dominant "bound 

fields" around the central guiding region. 

2.3     Parallel-Plate Dielectric Guide 

Fig.6 shows the geometry of a dielectric guide geometry placed between two paral- 
lel metal plates. The fundamental TE-to-x mode of this waveguide, referred to as a 
"parallel-plate dielectric-guide mode" having electric field perpendicular to the paral- 
lel plates, can propagate down to DC. This mode has not drawn attention for use in 
microwave integrated circuits. The mode is non-TEM, but it turns out one can use it 
in a way similar to a TEM or quasi-TEM line. Though voltage is strictly meaningless 
for such a non-TEM mode, an equivalent definition of of voltage V = Ed, where Eis 
the electric field at the center of the guide, and d is the separation between the parallel 
plates, can be used for practcal purposes. A characteristic impedance, Ze, can then be 
defined as Zc = V2/P, where P is transverse power propagating along the guide tor a 
given V. Interestingly, the parallel-plate waveguide mode can be fed directly from a 
coaxial probe at the center, with the probe connecting across the parallel metal planes, 
without any elaborate feeding arrangement or matching circuits. This is quite similar 
to a coaxial feeding of a microstrip line or a stripline, for example. The coaxial feed 
sees approximately the above characteristic impedance at the input of the waveguide. 
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Figure 4. Geometry of conductor-backed coplanar waveguide with shorting pins used 
to suppress leakage to the parallel-plate mode. A conductor-backed slotline can be 
similarly realized by replacing the dual slots at the center by a single slot of width W 
centered at y = 0. Similar design can also be used for a leaky stripline geometry. 

10-:t 165- 

=5.    4 
ö 

No Shorting Strips 

6 = .0025cm 

6 = .005cm 

6 = .01cm 

0.5 1 1.5 

b(mm) 

Figure 5. Leakage suppression in a conductor-backed coplanar waveguide using shorting 
pins, as a function of separation between the strips, b, for different values of strip-width 
8. W = 0.1mm, S = 0.2mm, er = 13, D = 0.2mm, frequency = 10GHz, a = 0.1cm. 
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Figure 6. Geometry of a parallel-plate dielectric waveguide, proposed for multilayer 
application. The specific mode of operation of interest here has an electric field per- 
pendicular to the parallel plates (the fundamental TE-to-x mode.) 
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Figure 7. Calculation and measured results of insertion loss of a parallel-plate dielectric 
waveguide of length Ld=22.5cm, connected at the two ports using a coaxial probe feed. The 
feed point is terminated by a short-circuit stub of length Ll=L2=10nim, which is about 
quarter guide wavelength at the design frequency of 3.9GHz, resulting in a open circuit at the 
feed points. a=5 mm, 6=2.54 mm, characteristic impedance ZC=50Q at 3.9GHz. Cut-off 
frequency of the next higher order mode of the waveguide=9.58GHz. Dielectric constants 
EC=10.6, Es=1.0(air) . Radiation loss at the coaxial probes has been accounted for in the 
calculation. Metal plates and dielectric substrates are assumed to be lossless. 
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Besides the above consideration, the parallel-plate dielectric guide is compatible 
to multilayer integration where other circuits can be integrated above and below its two 
groundplanes. More importantly, the waveguide is non leaky, and can propagate signals 
without excitation of the parallel plate mode in the surrounding structure. Also, as 
discussed in the next section, excitation of the parallel-plate mode at a transition dis- 
continuity of a parallel-plate dielectric waveguide can be trapped inside the waveguide 
without escaping to the outside parallel-plate structure. The above properties make 
the geometry particularly suitable for multilayer applications. 

Fig.7 shows the insertion loss of a parallel-plate dielectric guide connected at two 
ends by coaxial probes, as compared to theoretical circuit simulation using the above 
definition of characteristic impedance (designed close to the input port impedance = 
50fi.) The coaxial probe has been rigorously modeled in the simulation as an equivalent 
resistance and inductance in series with the port. The series resistance accounts for 
any radiation loss from the probe. From Fig.7 it is seen that the measured insertion 
loss matches closely with simulation in the entire frequency band, with some deviation 
towards the higher frequency end. Clearly, the waveguide can be seen to perform well 
at the center of the band, with an insertion loss of about -0.7dB, without any significant 
power loss to parallel-plate mode. 

3    New Surface-to-Surface Transitions for Multi- 
layer MMIC 

Electrical connection between circuit layers in a multilayer MMIC can be, in principle, 
established in a few different ways: (1) using feed-through connections, (2) capacitive 
coupling between two layers if there is no separating metal planes between them, or (3) 
aperture coupling thorugh small slots on a separating metal plane. However, problem 
of excitaiton of parallel-plate at a discontinuity arises when multiple metal planes exist. 
A vertical feed-through connection across, or a coupling aperture printed on, one of the 
metal planes of a parallel-plate geometry would excite the parallel-plate mode that can 
often be excessive and serious. We propose in the following two possible geometries 
that can overcome the potential problem. 

3.1    Multilayer Surface-to-Surface Transision Using a Dielec- 
tric Plug Configuration 

Fig.8 shows a signal transition from the bottom microstrip layer to the top microstrip 
layer across a stripline circuit layer sandwiched in between. The geometry uses aper- 
tures for coupling across metal planes, which, as mentioned earlier, would not normally 
work due to strong coupling to the parallel-plate mode. However, we use here a "di- 
electric plug" in order to overcome the problem. As shown in Fig.8, a dielectric plug is 
placed around the coupling slot, having its dielectric constant sufficiently higher than 
that of the surrounding media. As a result, the field excited by the coupling slot is 
mostly confined inside the plug due to internal reflection at its outer dielectric interface. 
It may be noted, that the stripline circuit that connects the two slots consists of two 
types of lines. The sections of the stripline in the dielectric-plug region see two different 
dielectric media above and below its strip, whereas the section outside the dielectric- 
plug region see a uniform dielectric medium around it. As reported in [9,8,10], in both 
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these cases the stripline is found to be non leaky. Consequently, both the slot discon- 
tinuity, as well as the connecting transmission lines of Fig.8, should perform as desired 
without the problem of excessive excitation of the parallel-plate mode. 

Fig.9 shows the experimental insertion loss of one such layer-to-layer transition, 
which demonstrates proper functioning of the device. Most of the non-zero return loss 
(about l.OdB) at around the operating frequency of about 2.7GHz can be attributed 
to material loss of the entire circuit. 

3.2    Aperture Transition Between a Parallel-Plate Dielectric 
Guide and a Microstrip Antenna 

Fig.10 shows an aperture-transition geometry for power transfer between a parallel- 
plate circuit layer and a microstrip antenna on top across a common metal plane. The 
problem of excessive excitation of the parallel-plate mode by the coupling aperture is 
significantly minimized here by the use of a parallel-plate dielectric waveguide structure. 
First, the parallel-plate dielectric waveguide itself is non-leaky, as discussed earlier. 
Next, the coupling aperture is designed with its length sufficiently smaller than the 
width of the parallel-plate dielectric waveguide. As a result, most of the power excited 
from the coupling aperture to the parallel-plate structure is totally reflected from the 
outer dielectric interface of the waveguide. This reflected power is partially coupled back 
to the aperture, and the rest is guided along the parallel-plate dielectric waveguide. In 
other words, the power that would have otherwise escaped to the unwanted parallel- 
plate mode is now converted to useful power in the feeding waveguide. This power 
can be accounted for in the design of the feed structure in order to achieve proper 
impedance matching condition. 

Fig.11 shows experimental results for insertion loss of one such transition, as com- 
pared to an approximate theoretical model that accounts for the characteristics of the 
feeding waveguide, the coupling mechanism and the microstrip antenna characteristics. 
The details of the theoretical analysis of the geometry is beyond scope of the present 
paper, and would be presented elsewhere. The general agreement between the theory 
and experiment in Fig.11 suggests proper functioning of the feeding waveguide as well 
as the proposed coupling arrangement. 

4    Conclusion 

The transmission lines and surface-to-surface transitions discussed in this paper consti- 
tute a class of building-block devices for multilayer implementation. Several variations 
of the particular concepts we have discussed in the paper can be possible. With devel- 
opment of suitable design techniques and analytical/computational tools, and reliable 
fabrication process for the proposed devices, increasingly complex multilayer, multi- 
functional integrated circuits can be realised for advanced applications. 
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ABSTRACT 

We have recently proposed the hybrid integration technique of planar and NRD-guide 
circuits suitable for microwave and in particular millimeter-wave applications. This new 
integration technique makes it possible to exploit complementary distinctive advantages of 
planar structures and NRD-guide. Theoretical and experimental studies suggest that this 
three-dimensional hybrid scheme promise to be an alternative in the design of low-cost 
millimeter-wave circuits and systems. This paper reviews briefly our research progress on 
this new technique with emphasis on the state-of-the-art of the aperture-based 
transitions/baluns developed to date which interconnect the two subsets of circuits. Potential 
problems are discussed and future directions are indicated on this particular subject. 

INTRODUCTION 

Any successful deployment of a wireless technology at microwave and millimeter-wave 
frequencies intended for widespread and extensive commercial applications depends heavily 
on the availability of a technology having properties such as low-cost, compact-size, low- 
power consumption and mechanic rigidity. It is also required that the applied technology 
presents low-loss signal transmission which is essential for realizing high-Q circuits. 

Recent progress made in the R&D of RFTCs indicates that multilayer planar technology 
provides a high-level module integration achieving some of these stringent requirements 
such as low-cost and compactness1. Nevertheless, such a technology has a number of 
limitations in the design of high-performance millimeter-wave circuits and systems such as 
the vulnerable high loss (low-Q) of signal transmission. This is especially painful for the filter 
and multiplexer/diplex designs. To a great extent, it is difficult to achieve simultaneously 
overall required circuit performance under a single technology framework. This argument 
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suggests that an appropriate hybrid scheme involving two or more technologies provide a 
possibility of accomplishing all desired features by combining their advantages while each 
individual inherent shortcomings are eliminated. In view of its advantages and 
disadvantages, the non-planar technology has been known by its complentarity with respect 
to its planar counterpart. Obviously, the hybrid scheme based on combined planar and non- 
planar technologies is more appealing. 

A module integration of microstrip line with the metallic waveguide has been reported2 

which was essentially related to the design of wideband transition between the metallic 
waveguide and microstrip line. Judging from its geometry and its compatibility with the 
planar circuits, the metallic waveguide is bulky and cannot provide a high-level integration. 
It is unfortunate that very limited information is available to date for building up a hybrid 
scheme that is operational at millimeter-wave frequencies. On the other hand, very little 
attention has been directed to the potential integration of a planar structure with dielectric 
waveguide even though a large class of dielectric waveguides have already been proposed 
for millimeter-wave and submillimeter-wave applications. Results have been reported only 
for planar patch antennas fed by dielectric image line3. It has been known that the 
fundamental limitation of using a dielectric waveguide is its severe radiation loss once circuit 
bends and discontinuities are encountered, which jeopardizes useful applications of the 
dielectric waveguide. This perception holds until the invention of a nonradiative dielectric 
(NRD) waveguide4. 

This paper reviews briefly our research progress on this new technique with emphasis on 
the state-of-the-art of the aperture-based transitions/baluns developed to date. This is 
because the integration between the two dissimilar structures is achieved by an aperture 
coupling or a balun geometry which presents the key to successful applications of the new 
technique. Particular applications can then be made in a straightforward manner. Potential 
problems are also discussed and future directions are indicated on this particular subject. 

INTEGRATION OF NRD-GUIDE AND PLANAR STRUCTURE 

The hybrid integration of NRD-guide and planar circuit is made to eliminate the 
underlying disadvantages of the both building blocks at millimeter-wave frequencies while 
their technical benefits and design freedom can be maintained. In contrast to the previously 
proposed integration of planar circuits with the NRD-guide 4'5l 6, we have proposed a new 
scheme that removes effectively the space constraint of a planar circuit inserted into NRD- 
guide whose lateral extent is limited by a half of free-space wavelength. The planar structure 
may be in the form of microstrip line or coplanar waveguide or even slot line. In Fig. 1, an 
integrated transition of microstrip line to NRD-guide is made through a magnetic aperture 
coupling. The microstrip line is placed at the perpendicular direction to the dielectric strip of 
the NRD-guide. The microstrip line can be relocated at either side of the parallel metallic 
plates of the NRD-guide. In this way, the microstrip line shares the common ground plane 
with the NRD-guide which is actually one of the parallel metallic plates. The coupling 
aperture is made on the ground plane (the parallel plate). 

Obviously, a number of microstrip lines may be attached on the both sides of the NRD- 
guide simultaneously. This consideration gives rise to some interesting feature of the 
proposed hybrid technology such as space saving and interference reduction. Actually, a 
self-packaged circuit design can be easily achieved. It is obvious that the passive 
components made of the NRD-guide will present unmatched performance such as high-Q, 
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low-loss transmission, radiationless, and potential cost-effective. The advantages of the 
planar structures are exploited for the design and realization of two- or three-terminal based 
active devices such as easy integration and use of M(H)MICs. This new technology presents 
a high-level integration involving dielectric waveguide and planar circuits which may be in 
the form of MICs, MHMICs and MMICs. 

Microstrip line 

NRD-guide 

A 
Coupling slot 

CM 

Fig. 1.   (a) Geometry and (b) testing setup of the transition from microstrip line to NRD guide7 

(reprinted with permission). 

APERTURE-BASED TRANSITIONS/BALUNS 

The integrated transition between the NRD-guide and planar structure is the key to a 
successful application of this new hybrid technology. The preliminary design issue and 
electrical performance have been presented7 for the transitions between the NRD-guide and 
microstrip line with modeling and experimental results. Obviously, the proposed hybrid 
technology is potentially low-cost since the basic design of the NRD-guide based 
components is related to a series of mechanic fabrications and assembling of integrated and 
discrete devices and components. 

Note that the following preliminary experimental examples do not present an optimized 
electrical performance under their geometrical conditions. 

A. NRD-guide-to-Microstrip Transition 
The design of a transition of microstrip line to NRD-guide is actually focused on the 

impedance matching between two dissimilar structures which are coupled to each other 
through a rectangular aperture having a magnetic coupling. To verify electrical performance 
of the proposed transition, an experimental prototype is made which uses two identical 
transitions of microstrip line-to-NRD-guide which are interconnected through a NRD-guide 
terminated with two open ends having a length of 82 mm (see Fig. 1). The distance between 
two microstrip feed lines is 76.42 mm which are fabricated on a 60 x 98 mm2 substrate 
(RT/Duroid 5880, £r = 2.3) with a thickness of 20 mil. The line impedance of 50 Q. is 
designed with a strip width of 1.53 mm. The NRD-guide is made of a rectangular dielectric 
strip (Rogers TMM®-3, er = 3.27) and designed to operate around 20 GHz with a = 6.1 mm 
and b = 6.5 mm. The coupling aperture on the common ground plane is a narrow 
rectangular slot with a 7.5 x 0.5 mm2. 
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Experimental and theoretical results are shown in Fig. 2 for the designed microstrip line- 
NRD-microstrip line as shown in Fig. 1 which operates at frequencies from 17.5 GHz to 
21.2 GHz with 15% effective bandwidth. This coincides with about the same bandwidth as 
the operational monomode bandwidth of the NRD-guide based on our design. The losses of 
two microstrip feeding lines that are not calibrated out are involved in the measurement 
results, and the transitions are not optimized yet. The best insertion loss for the complete 
circuit is observed with less than 1.5 dB over 10% bandwidth and less than 3 dB over 30% 
at the center frequency of 20 GHz. 

Fig. 2. 

Freq (GHz) 

Measured and predicted performance of two back-to-back transitions between microstrip 
lines, separated by 82 mm of NRD-guide7 (reprinted with permission). 

It can be observed that the ripple appearing in the band can be attributed to the internal 
impedance matching problems of the transitions and a small standing wave is formed along 
the NRD-guide between the two transitions. These preliminary results are encouraging, 
considering the fact that the structure is not optimized yet and the losses of two connection 
lines are not removed from the measurement. A simple and approximate model was 
developed7 to predict electrical performance of the microstrip line to NRD-guide transition. 
The accuracy of that model can be further confirmed8 by our TLM modeling results as 
shown in Fig. 3. 

Fig. 3.   Comparison of experimental results with predictions made by a TLM modeling tool8. 

B. NRD-puide-to-CPW Transition 
Similar to the design consideration of the transition of a microstrip line-to-NRD-guide, a 

backside-grounded    CPW-to-NRD-guide    transition    was    designed,    fabricated    and 
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characterized in the same frequency band. The geometry of the fabricated experimental 
prototype is shown in Fig. 4. Unlike the above proposed transition of microstrip line-to- 
NRD-guide, the present transition of the proposed structure is realized, however, through 
an electrical coupling via the small aperture at the ground plane instead of the magnetic 
coupling. 

A compensated grounded CPW with Zo=50 Q connected to a bilateral slot line balun is 
designed with the slot line opened at both sides. A series of via holes are used along both 
sides of the grounded CPW input lines and the open-ended stub instead of the conventional 
air bridges. The successive procedure is to determine the optimum length of the two open- 
ended stubs of the coplanar waveguide, which surely effect the insertion loss and the 
bandwidth of the transition. In this design example, the length of the open stubs is designed 
to be short around V8-II should be noted that the position of the open end of the dielectric 
strip affects also the frequency bandwidth of the transition. The proper lengths of open end 
of the slot line located at each side of the grounded CPW's center conductor are determined 
empirically to form a resonator operating at the designated frequency range. The grounded 
CPW was then fed with an incident wave from a network analyzer through an SMA 
connector. 

Coupling slot 

Fig. 4.   Transition from coplanar waveguide (CPW) to NRD-guide. 

The experimental set-up of a CPW-NRD-guide-CPW structures involving two 
transitions is shown in Fig.5 together with S-parameter measurement results for the insertion 
loss. The effective bandwidth of the designed transition extends from 18 GHz to 22 GHz 
which covers almost all the useful working bandwidth of the NRD-guide. 

r~ v^ w A* Aurt ] 
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(a) (b) 

Fig. 5.   (a) Experimental setup of a CPW-NRD-guide-CPW transmission, and (b) measured 
electrical performance of the transmission structure with two transitions. 
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POTENTIAL PROBLEM AND FUTURE DIRECTION 

The potential problems of a design may be related to possible radiation loss and mode 
conversion problems since the transition usually presents an unbalanced geometry from the 
view point of both NRD-guide and planar line. In particular, the unbalanced (or 
asymmetrical) topology may be a critical factor for designing NRD-guide. In our opinion, 
the aperture-based coupling will not lead to any visible leakage of power or mode 
conversion since it will not disturb the electric field profile of the fundamental nonradiative 
mode (LSM mode). On the other hand, the open- or short-ends of the planar line may 
potentially generate radiation loss and mode conversion (surface wave, for example). This 
problem can be solved by an appropriate design and selection of topology. Other problems 
are more or less related to thermal and mechanical rigidity of planar circuit sheets. 

Design and optimization of the interconnecting transitions between the NRD-guide and 
planar structures can be made by the use of field theory-based tools. Since the topologies of 
the transitions are related to both NRD-guide and planar circuit, the modeling and design 
parameters are much more involved and should be adequately characterized. A systematic 
analysis and optimized design should be driven towards the realization of flat wideband 
response with low insertion loss. Usually, the NRD-guide presents a high impedance which 
may cause the serious problem of an impedance matching with the planar circuit if a low 
dielectric material is used for the NRD-guide. Fig. 6(a) shows the characteristic impedance 
of the fundamental LSM mode of NRD-guide which is defined by a modal voltage over the 
transmitted power. The results indicate clearly that higher dielectric permittivity may lead to 
a better matching condition and therefore lower insertion loss and flatter frequency 
response. This is confirmed in Fig. 6(b) that predicts frequency response of NRD-guide 
made of different dielectric permittivity ranging from 2.56 to 6.00 with the developed 
approximate model presented7 for a normalized NRD-guide open-end length of lJXg = 
0.598. 
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Fig. 6.   (a) Characteristic impedance of NRD-guide made of a dielectric material having different 
relative permittivity, and (b) frequency response of the microstrip-to-NRD-guide transition 
that uses different NRD-guide made of different dielectric materials. 

To improve the effective bandwidth performance and coupling efficiency (reduction of 
insertion loss), alternative aperture geometries may be used as shown in Fig. 7. Different 
topologies were studied for multilayer based aperture coupled antenna and circuit 
applications9,10. Nevertheless, their application to the hybrid integration of NRD-guide/planar 
circuit should be examined with the consideration of various parametric effects. 

102 



(a) (b) 

(c) (d) 

(e) (f) 

Fig. 7.   A number of potential aperture geometries that can be used to improve the bandwidth and 
frequency response performance of the NRD-guide/planar line transitions. 

Fig. 8 shows a systematic view of transitions/baluns for connecting NRD-guide with 
planar line: (a) microstrip line to NRD-guide, (b) CPW to NRD-guide (the fundamental 
mode operation), (c) slot line to NRD-guide with an inverted (insulated) NRD-guide 
configuration, and (c) CPW to NRD-guide (the first higher-order mode operation) with an 
inverted (insulated) NRD-guide configuration. Clearly, alternative NRD-guide may be 
exploited for the hybrid integration of these two set of dissimilar structures. The insulated 
NRD-guide was in particular proposed for the use of high dielectric permittivity materials. 
Further study on this type of NRD-guide transitions to planar circuit shoudl be considered 
since the slot line has been so far ignored in our results discussion and theoretical studies. 
This will extend the proposed hybrid integration into a wide range of applications. 

(a) microstrip line (b) CPW (even mode) 

(c) slot line (d) CPW (odd mode) 

Fig. 8.   Global view of transitions/baluns that are used to connect NRD-guide with a class of 
planar circuits including slot line and CPW's first high-order mode. 

Alternative transitions can also be designed and made for an NRD-guide to connect a 
shielded strip line and/or another NRD-guide as shown in Fig. 9. In this case, a number of 
applications can be expected such as filters and couplers. In particular, the vertical NRD- 
guide-to-NRD-guide coupling may provide an alternative way to achieve tight coupling that 
is known to be difficult in the horizontal coupling scheme. 
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(a) NRD-stripline-NRD coupling (b) NRD-to-NRD aperture coupling 

Fig. 9.   Transitions for (a) NRD-guide-strip line-NRD-guide interconnects, and (b) NRD-guide-to- 
NRD-guide coupling. 

CONCLUSION 

This paper reviews the hybrid integration technique of NRD-guide and planar circuit that 
has been proposed for microwave and especially millimeter-wave applications with emphasis 
on the transitions/baluns between two sets of dissimilar structures. It has been demonstrated 
that the proposed hybrid scheme has a number of attractive features for designing passive 
components and active devices which can be summarized as low-cost, compactness, 
flexibility of design and reduction of interference. Potential problems and possible solutions 
have also been presented in the paper. Future research direction on this particular subject is 
also indicated. It is believed that mis new technique offers a potentially cost-effective and 
performance promising solution for widespread applications. 
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ABSTRACT 

A method of achieving high density interconnections is demonstrated through the use 
of solder free interconnects, between multilayer substrates in which a common 
technology can be used for both microwave and DC interconnects of large electronic 
systems. 

INTRODUCTION 

The ever continuing push towards lower cost, weight and size, electronic system 
requirements for higher density interconnects and integration become a driving factor in 
many designs. The goal of this effort was to design, develop and test a microwave 
interconnect method that would simultaneously meet a number of these parameters, low 
cost, low loss microwave transmission, high density, and be producible. The design was 
aimed at insertion in active aperture arrays for military radar [1], [2], but the approach is 
applicable to any system needing to interconnect large numbers of both RF/microwave and 
DC/logic signals (mixed signals). 
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The need for low cost and high density precluded the use of separate coax connectors 
for microwave and pins or ball grid arrays for DC/logic. A uniform technology that could 
accommodate both microwave and DC/logic interconnects was needed. The most straight 
forward interconnect technique is to use a ball grid array interconnect between the two 
substrates. This approach would be impractical over large areas (as in an active array 
antenna) for two reasons. First, the vertical tolerance stackup would be too large to support 
a ball grid array. Secondly, the ability to repair or replace components in the array would 
be extremely difficult. For these reasons, we pursued a solder free interconnect (SFI) 
approach, applying the technology already demonstrated on the Commanche program in 
which thousands of DC and logic interconnects are made using SFIs. The next step was to 
demonstrate microwave interconnects, as shown in Figure 1, using the same grid as the 
DC/logic SFI, thus allowing the same SFI to interconnect mixed signal multichip modules 
(T/R Modules). To achieve small size (i.e. high density) and low cost, the microwave 
connector was designed to the minimum standard SFI pitch of 50 mils. The microwave 
interconnect shown in Figure 1 connects two ceramic substrates in a coaxial manner. 

LTCC Gold 
Filled Vias 

Coaxial Line 

Stripline 

Fuzz Button 

SFI Board 

Buried Ground 
Plane 

Figure 1 Cross Section of Microwave SFI Coaxial Interconnect. 

Figure 2 shows a picture of an SFI board in which both microwave and DC/logic 
can be interconnected, using the same 50 mil grid spacing for both. The SFI shown in 
Figure 2 is used in an existing program for power and logic interconnects, but could also be 
used for microwave interconnects based on the design presented in this paper. The SFI 
structure consists of only two parts, the metal contacts (fuzz buttons) manufactured by 
Cinch and the dielectric support. Figure 3 shows a cross section of the two components 
(metal contacts and dielectric board) assembled into an SFI. The metal contact can be 
viewed as a 'brillo pad' made out of molybdenum, then nickel and gold plated. Using a 
refractory metal (molybdenum) as the base allows the metal contacts to be temperature 
cycled without losing their elasticity. The cost per contact is only cents (in quantity). The 
fabrication of the dielectric board is simply a two sided drilling operation which creates an 
'hour glass' in the dielectric board to hold the fuzz button. 
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Figure 2 Grid Array of SFIs on 50 mil Pitch for Use with Mixed Signal Systems. 

Figure 3 Cross Section of SFI, Including Metal Contacts and Dielectric Board. 

DESIGN APPROACH 

The SFI development at Northrop Grumman, demonstrated the SFI approach as a 
microwave interconnect between two ceramic multichip modules (MCMs), using a 
standard low cost SFI board previously used for DC and logic interconnects. Figure 4 
shows a cross section of a planar array using SFIs to connect the DC/logic substrate with 
the microwave substrate. Test results will be shown for an interconnect between an SFI and 
a low temperature cofired ceramic (LTCC) substrate. The interconnect between high 
temperature cofired ceramic (HTCC) substrates is still under development, although, the 
approach described here is applicable to SFI interconnects between all types of multilayer 
substrates. The LTCC/SFI interconnect represents the microwave I/O that could be used 
for T/R modules. In addition to the microwave connection required of the SFI, one of the 
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primary functions the SFI must perform is to allow for misalignment between the two 

ceramic MCMs, with minimal degradation in microwave performance. 
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Figure 4 SFI Interconnect for T/R Modules in a Planar Array. 

The first step undertaken was to model the SFI/LTCC transition based on the 
minimum grid array spacing presently available for the SFI which was a 50 mil pitch. The 
metalization on the top surface of the LTCC consisted of 30 mil diameter contact pads for 
the SFI, on a 50 mil pitch. The large pads on the LTCC served two functions. First, the SFI 
itself is a series inductive element of approximately .6 nH per fuzz button, in addition, at 
the 50 mil grid spacing used, the coaxial nature of the SFI presented an impedance of > 50 
Q (i.e. inductive). The large metal pads create a shunt capacitive effect helping tune out the 
SFI inductance, thus maintaining good return loss over the microwave bandwidth. Figure 5 
shows simulated return loss of the LTCC/SFI interface. As can be seen from Figure 5, the 
bandwidth of the modeled LTCC/SFI transition clearly supports microwave operation 
which makes the structure suitable for most airborne active aperture applications. 
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Figure 5 Simulated Insertion Loss and Return Loss of LTCC/SFI Transition. 
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MEASURED RESULTS 

Measurements involved tests of a number of different structures and configurations. It 
includes two types of dielectric boards, one 35 mils thick with an sr = 3.0, the other 20 
mils thick with an sr = 6.0, the LTCC structure, included a vertical 'micro' coax transition. 
Contact repeatability tests were performed and measurements taken to determine electrical 
degradation due to misalignment between the two substrates. All testing was performed 
using SMA bulkhead connectors (P/N 2052-1215-00) modified to allow for a flush 
connection to the SFI, except for a small portion of the center pin used to 'key' the center 
contact of the SFI. 

In order to validate the test structure, the connectors were first joined with a single SFI 
to verify that a low return loss was possible with the test structure. This test structure 
provided a return loss of better that -20 dB through 12 GHz. Figure 6 shows the 
configuration of both the validation/calibration structure and the test structure itself. With 
the test structure validated, the SFI/LTCC transitions could be tested with a high degree of 
confidence. The preliminary 'calibration' measurement of the two connectors and single 
SFI was made and stored in the network analyzer as a through calibration, so the 
SFI/LTCC measurement could subsequently be de-embedded. The calibration 
measurement provided a return loss of better than -20 dB through 12 GHz for both SFI 
structures. After the 'through' calibration was performed, an additional SFI and LTCC 
piece was inserted in the test structure, also shown in Figure 6. Network analyzer 
measurements of the SFI/LTCC transition using both the 35 mil thick er = 3.0 SFI board 
and the 20 mil thick sr = 6.0 SFI board are shown in Figure 7. The transitions provide a 
well matched (less than -20 dB return loss) interconnect through 11 GHz with an extremely 
low insertion loss of nominally .05 dB through 11 GHz. 
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Figure 6 Calibration 'Thru' and Test Structures 

In order for the microwave SFI approach to be viable in production, two additional 
attributes needed to be verified, first the repeatability of the microwave connection, and 
secondly, the ability of the microwave connection to withstand variations in alignment 
without degradation in microwave performance. 
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Figure 7 Measured Results of LTCC/SFI Transition. 

To test the repeatability of the microwave connection, the test structure was 
disassembled and reassembled five times, Figure 8 shows all five plots. The data in Figure 
8 is for the sr = 3.0 SFI board. A similar test was performed using the 20 mil thick sr = 6.0 
SFI material with similar results. 
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Figure 8 Measured Repeatability of LTCC/SFI Transition 
after five 'Makes and Breaks'. 

To demonstrate the ability of the SFI/LTCC to withstand misalignment, LTCC 
pieces were cut with offsets, from 0 to 20 mils in 5 mil increments, from center. Each of 
these LTCC structures were tested in the fashion stated above and plotted. The series of 
plots is shown in Figure 9. Even at 20 mils offset from center the return loss degraded by 
less than 3 dB at 12 GHz. 
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Figure 9 Measured Results of LTCC/SFI Transition, Offset in 5 mil Increments. 

CONCLUSION 

The ability to used a singular type of I/O for a mixed signal (microwave/RF and 
DC/logic) interconnect has been demonstrated. The microwave performance of the SFI to 
LTCC interconnect has been demonstrated, most importantly, it has been demonstrated that 
the interconnect can withstand large (20 mils) misalignments without significant 
degradation in microwave performance. The use of this type of solder free interconnect 
should help reduce cost, weight and increase the density of future phased array radar 
systems. 
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INTRODUCTION 

Advanced packaging concepts for three dimension (3-D) microwave monolithic inte- 
grated circuits (MMIC's) are being investigated at The University of Michigan. As high fre- 
quency circuit design complexity increases so must the design and development of the 
housing which supports these components. In the past more emphasis was placed on improv- 
ing integrated circuit (IC) processing technology while research in the area of electronic 
packaging was minimal. Now that IC processing technology has reached a mature level and 
it is possible to fabricate excellent components which function well at high frequencies, it has 
been determined that circuit/system performance is being limited due to the lack of perfor- 
mance on the part of the electronic package. High frequency circuits require electronic pack- 
ages which provide excellent electrical, mechanical, and environmental support while 
remaining non-invasive. 

This paper reports on efforts at The University of Michigan which offer a method to sim- 
ulate the performance of high frequency packages using the finite element method (FEM), as 
well as experimental development of high frequency packaging options using thin film tech- 
nology with silicon as the base substrate. These advances lend themselves to the objective 
of developing microwave and millimeter wave packaged components which are low in cost, 
weight, and volume. Applications for this research lie in the area of communication systems, 
defense and avionics, industrial and consumer equipment. 

SILICON AS A PACKAGING MATERIAL 

There is no doubt about the excellence and performance of silicon in developing elec- 
tronic circuits and one can note that clearly by observing the computer industry and how 
VLSI has soared. Petersen reports on the validity of silicon as a rugged mechanical material. 
He sights many applications where silicon is used to develop micromechanical devices1. If 
one considers designing a silicon package for a silicon electronic component, there is no need 
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to concern themselves with the thermal mismatch issue often encountered in packaging. Mi- 
cromachining techniques have shown that miniaturized, high-precision silicon devices are 
capable of being developed. 

SELF-PACKAGED COMPONENTS 

It has been proven that it is advantageous to use planar structures in broadband high fre- 
quency circuit design2. Micromachining techniques have been used to compensate for the 
electrical performance limitations due to the planar character of the circuits such as substrate 
mode effects. Coupling and radiation have been successfully reduced by way of monolithic 
packages developed using micromachining and standard IC processing techniques. Self- 
packaged circuits are miniaturized with cavities that reduce size, volume and cost. 

Micromachining is a mature technology for sensors and much effort has been shown to 
indicated its usefulness in high frequency circuit design. A two wafer system has been de- 
veloped where an upper and lower cavity follow the path of a circuit to provide isolation and 
minimize cross coupling2. The lower wafer reduces surface waves within the substrate and 
the upper shield reduces free space radiation. By conforming to the shape of the structure its 
protecting, additional layout space is available which allows for increased circuit density. 

The applications for these miniaturized structures are personal communication systems 
and complex wireless systems. On wafer self-packaged components have been designed and 
developed which offer enhanced electrical performance compared to their conventional 
"open" counterparts2. Figure 1 shows the cross section of conventional and packaged micros- 
trip structures. 

0.28mm».,, „_,,„    . 
0.5 mm mi-^mmJm    1-0mm 

Conventional Microstrip 
Packaged Microstrip 

Figure 1. Cross section of microstrip structures. 

Cross talk between neighboring interconnect lines can be reduced by using the self- 
packaging technology as well. Figure 2 shows two back-to-back right angle bends which are 
separated by 3 mm and their corresponding top and bottom wafer views. 

114 



UPPER WAFER (Air Cavity) 

LOWER WAFER 
(Substrate Cavity) 

Figure 2. Back-to-back right angle bends. 

Figure 3 shows the cross coupling between the two bends. By shielding the two lines 
the surface waves which couple them have been successfully eliminated and the cross cou- 
pling is reduced. 

1—i—'—i—'—r 
Microstrip Bend 
Packaged Bend 
Probe-to-Probe 

5 10       15        20       25        30 
Frequency   [GHz] 

Figure 3. Measured cross coupling between open and packaged bends. 

By providing upper and/or lower shielding cavities, it has been shown that these self- 
packaged structures enhance power transmission in feedlines for microstrip patch antennas. 
Figure 4 shows the return loss of a packaged and open microstrip fed patch antenna. One can 
see the improvement in bandwidth which is attributed to the packaged feedline maintaining 
the input impedance over the frequency range as compared to the open structure. 
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Figure 4. Return Loss for open and packaged microstrip fed patch antennas. 

NUMERICAL MODELING OF MMIC PACKAGES 

In the design process of electronic devices there exists a circuit design and analysis 
phase. It would be ideal if an engineer were able to use commercially available software 
which not only simulated the performance of his circuit but also considered the effects of the 
components which will be used to complete the packaging. A simulator of this kind would 
greatly reduce the cost associated with preliminary design and prototype iterations. Current- 
ly available software is not capable of giving the engineer information necessary in high fre- 
quency design. 

An effort is underway where the FEM is being used to model a high frequency MMIC 
package for a phase shifter3. Using this code, the effects of package features (via holes, 
bonding wires, CD bias lines, symmetry and location of IC) are taken into account and able 
to provide much needed information with respect to these issues. The K/Ka-band hermetic 
package being modeled in Figure 5 has been fabricated by Hughes Aircraft Company for 
NASA Lewis Research Center. 

RF In/Out  _       f^  ^^^   ~^     ~ 

Ground Plarw 

Figure 5. K/Ka-band hermetic package. 
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Figure 6. Return Loss for hermetic package. 

Using HTCC processing techniques the (7.112 x 7.112 x 1.27) mm package is fabricated 
from alumina (95% pure, £,. = 9.5). The experimental data compares well with the numerical 
results as seen in Figures 6 and 7 where a through line was used to characterize the package. 
This code also predicts how the package peripherals affected the response of the package3. 
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Figure 7. Insertion Loss for hermetic package. 
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SILICON BASED MMIC PACKAGE 

Current research efforts are being conducted in the area of developing single chip carri- 
ers such as the one being modeled using the FEM code. We propose to use thin film tech- 
nology to develop silicon based packages. There are many advantages to using an 
established silicon technology to develop high frequency high density electronic packages 
compared to other materials and assembly techniques. The smallest linewidth and via diam- 
eter realization is achievable and high frequency requirements can be easily met when em- 
ploying this technique4. When compared to laminate and ceramic processing technologies 
thin film packaging offers increased circuit density and the capability to accommodate multi- 
layer tile arrangements which are important in space applications where low volume, high 
performance, high frequency packaged structures are required4. Research shows that space 
communications can benefit from this packaging scheme to achieve reduced volume and 
weight5. Figure 8 shows the top views of the HTCC alumina and the thin film silicon phase 

shifter packages. 

Figure 8. Photograph of HTCC and Thin film hermetic packages. 

The processing techniques used to fabricate this silicon structure were standard IC steps 
such as metallization by evaporation and plating, photolithography and wet chemical etching 
to generate the 3-D structure. Four wafers comprise the package itself. They consist of met- 
allized silicon as a holder for the package, two processed wafers which realize the transmis- 
sion lines (open microstrip, stripline, and shielded microstrip) and one final wafer for the top 
cover to offer hermetic shielding. Figure 9 shows a plan view of the layers used in develop- 
ing the package in addition to the through line being used for electrical characterization. 
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Figure 9. Thin film (silicon based) MMIC package layout. 

FUTURE WORK/CONCLUSIONS 

Research is underway at The University of Michigan in an effort to create the building 
blocks required for the development and design of high frequency circuits and packages 
which offer excellent electrical performance while achieving the cost and weight require- 
ments proposed by industry. The theoretical characterization aids in reducing research dol- 
lars by providing the design engineer an alternative to expensive iterations on prototype 
designs. Figure 10 shows an example of the proposed future on-wafer packaging structures 
which has a hundred-fold reduction in cost. 

On Wafer Packaging 

Low 1, 

Mlcromachlngd An; 

Figure 10. Future on-wafer packaging. 
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The proposed new class of electrically controlled antennas is an advancement on the 
integrated phased arrays (IPA) with ferrite control published by Zaitsev et al.1"3 

p^| - ferrlte   . 
f22 - dteleotrio 1 
IvH " dielectric 2 
I     I - metal 
EH - load 
ggä - control wire 

Figure 1. Design of planar passive IPA. 
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The design of planar passive IPA is shown in Figure 1. The main element of the antenna 
is a waveguiding ferrite-dielectric-ferrite (FDF) structure. The bottom surface of this FDF 
structure is metallized; on its top surface radiating dipoles are disposed. Wires for control 
winding are placed between the ferrite layers. The variation of ferrite magnetization by the 
control current causes alternation of phase velocity of the waves in the FDF structure and 
scanning of antenna beam. 

Significant results are achieved in both theoretical analysis of such antennas and the 
creation of experimental samples. One of the samples (Figure 2) contains 22 x 25 = 550 
radiating dipöles; these antenna parameters are shown in Figure 3. 

Figure 2. 8-mm 550 element plane phased array. 

Wavelength range 
Number of radiating elements 
Gain 
Beamwidth 
Sidelobes 

Scanning sector 
Losses 
VSWR input 
Radiating power 
Energy of one beam switching 
Beam switching time 
Control circuit consuming power 

at fixed beam position 

8 mm 
550 
25 dB 
4*5 degrees 
-13 DB (H-plan), -20 dB (E-plan) 

It is possible to decrease beamwidth 
to 1-2 degrees and SL to -20 dB. 

20*40 degrees or 40*40 degrees 
3-4 dB 
less than 1.5 
pulse 10 kW, mean 20 W 
4-5 mJ 
4 microsec. 
8-12 W 

Figure 3. Design Parameters of 8-mm 22x50=550 dipole antenna 
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The most important advantages of this antenna are: 
a) possibility of operation in mm-wave band; 
b) simple and economical beam control (single current is needed to control beam 

position of the entire antenna; 2-D scanning demands two control currents); 
c) planar integrated design, in which the FDF structure simultaneously performs 

functions of power distribution, phase shifting and beam control; the structure 
thickness of the antenna is about X; 

d) as a result of the previous item, low cost of such antennas, which opens the 
perspectives of their wide application. 

But there are some particularities and disadvantages: 
a)    increased angle vs. frequency dependence: 

A8: -tge£ 
^/ 

v_cos90 ) f 

where 0o - angle position of pattern diagram maximum; c - velocity of light; vg - group 
velocity of wave in FDF structure. Usually c/vg- 4...5; accordingly 1% frequency variation 
causes A9 = 2...3 deg. This is several times greater than for conventional phase array (in this 
case the first term in parenthesis is absent). 

b) The antenna efficiency drops if the radiating aperture increases because of 
dissipation losses in the FDF structure. Therefore, a limiting value of gain exists; 
the greater value ok, the less limiting the gain value, where X - wavelength in 
vacuum, a - decrement. 

c) The greater the operating wavelength, the greater the dimensions and mass of 
ferrite slabs; accordingly, power of control increases. Due to this, it is not 
expedient to use the antenna at frequencies lower than 10-12 GHz. 

In this paper a new class if IPA is proposed - active IP A, in which the above 
disadvantages are eliminated. At the same time all the advantages of passive IPA are 
retained. As a result, the region of practical application of the antenna expands radically in 
many directions: decreasing beam width, enlarging of band width, motion towards lower 
frequencies, etc.. 

The basis of the antenna is a combination of FDF structure and microstrip array having 
patch radiators with microwave amplifiers. 

Two versions of active IPA are proposed. 
For the first version, let us consider the example of 1 -D scanning antenna. In Figure 4 

the schematic diagram of the antenna is presented, and in Figure 5, the possible practical 
realization. The antenna consists of an electrically controlled FDF power dividing unit with 
slot coupling elements, MMIC amplifiers and radiating patches. Coupling slots are etches in 
the metallization of the top ferrite plate; the opposite side of the FDF structure is covered 
with a metal screen. 

Amplifiers compensate losses in the FDF structure. This makes it possible to decrease 
beam width by raising the dimensions of the radiating structure, without taking efficiency 
drop into account, since this value is not of great importance at this time. Clearly the values 
of the coupling coefficients of microstrip line and FDF waveguide will vary along the 
waveguide to realize distribution that is uniform or decreases to the edges to obtain low side 
lobe levels. The gain factor G of the active antenna depends not only on the directivity of 
radiation, but also on gain of active elements. The ratio S/N of the receiving antenna is in 
direct proportion to the ratio G/T, where T = TA + TR, TA and TR being respectively noise 
temperature of the antenna and the receiver. In the case of a transmitting antenna the density 
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of power flux is in straight proportion to Prai|D, where Pra(j - total radiated power, D 
directivity ratio. 

patch radiators 

amplifiers 

slot coupling 
elements 

output 

FDF-waveguidc 

Figure 4. Scheme of an active linear IPA. 

active 
element 

slot coupling 
elements 

ferrite 
dielectric control wire 

Figure 5. Active linear IPA design. 

An analysis of active IPA is very simple when the following conditions are valid: a) all 
amplifiers are equal; b) all radiators are equal and are in equal rounding ('large array" 
concept); c) losses in radiators are negligible; d) feedback from amplifier output to input is 
absent. Then, considering the transmitting antenna, we obtain a circuit equivalent to the one 
shown in Figure 6. Here A{ is antenna with no losses having the same pattern diagram as the 
entire array. Its input impedance Z coincides with the resistance of a single radiator taking 
into consideration the influence of other radiators; its value depends on beam direction. A2is 
the same amplifier as in each channel, having power gain factor K (K is determined in such 
an amplifier regime when the internal resistance of source and load are equal to the wave 
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resistance of the microstrip line Z0). A3 is a two-port circuit with transfer factor TJ, which is 
equal to the ratio of the sum of the available powers in all the microstrip inputs of the FDF 
power divider and available power in the common input of the FDF waveguide. 

It may be shown, using the generalized reciprocity principle,1 that this equivalent circuit 
is also appropriate for the receiving antenna. The meaning of all the elements stays the same, 
but the direction of transfer of A2 changes to the opposite. 

As follows from the circuit in Figure 6, the gain factor of the antenna in both cases 
(receiving and transmitting) is equal to 

G = KDdl i'-n r z-z0 
z+zn 

Figure 6. Equivalent scheme of the IPA 

The multiplier in parenthesis depends on the scanning angle and determines the losses 
of mismatching of radiating elements due to their mutual coupling. The multiplier TI is 
caused by dissipation losses in the FDF waveguide. 

Let the power in the input of the transmitting antenna be P, then, 

Pmd = PKr(l -|r2|),   hence PradD = PG. 

For the receiving antenna, the noise temperature of the entire system, recalculated to its 
input, is 

T = \rE(i-\r^+TK Kr] + Tlr(J-rj) + TR 

where 7E is equivalent to noise temperature of external sources of antenna A\ in Figure 6, 7k 
- noise temperature of amplifier A2 (generally speaking it depends on Z and changes while 
scanning), Tw - physical temperature of FDF waveguide (usually close to Ta = 290K). 

Hence we obtain (marking L = r)"1) 

G 
T 

D(H/f) z)(y-|/f) 

;(H'fH- TW(L-1) + TRL 
K 

7" 

The denominator of this expression, T' can be treated as the noise temperature of the 
antenna recalculated to amplifier inputs. 

For the passive version, we should assume 7k = 0, K = 1. 
Note that the parameters D and T' are more convenient than G and T, because D 

depends only on antenna geometry and amplitude-phase distribution on its aperture and does 
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not depend on amplifier parameters. On the other hand, T' depends on amplifiers, receiver, 
and external noise, but hardly depends on the other antenna parameters (except the L value). 

Let us consider a numerical example. Assume 

TE(l-tf) = 

Then 

40K,   TK =TR= 120K,   Tw = 290K,   L = 2.5(4dB)K = 100(20dB) 

T = W + J20+
290-L5 + ]20-2-5 = 167K 

100 

In the same conditions passive IPA would have 

T' = 40 + 290 -1.5 + 120- 2.5 = 775K 

i.e., we have a 4.6 times advantage of sensitivity. 
The main benefit here is that if increasing the antenna dimensions (to raise D), the T' 

value stays close to 7k of the amplifier in spite of the increment of losses L. 
In active IPA it is easy to realize a compensation of angle vs frequency dependence. To 

achieve this the lengths of the microstrip lines between amplifiers and the FDF waveguide 
have to be done differently (see Figure 7). Namely, it is necessary that the group delay time 
of the signal from each radiator to the common output in the middle of the scanning sector 
be equal for all channels. In this case, angle vs frequency dependence is absent for the 
normal beam position; for other beam position, it would be of the same order as for 
conventional phased array. 

{> 

t> 
{> 

P8*0*1       amplifiers 
radiators 

microstrip 
lines 

slot coupling 
/ elements 

■ output 

FDF-WBveguidc 

Figure 7. Active IPA with compensation of angle-frequency dependence 

The second version of active IPA proposed in the present work uses frequency 
conversion. This version is suitable for realization in UHF and in microwave bands. Figure 8 
shows the schematic diagram of the receiving antenna of such a version with 2D-scanning. 

There are converters in each channel at the outputs of amplifiers to higher intermediate 
frequency/ = / + /*, where/- frequency of input signal (for example 1-2 GHz), fk - 
heterodyne frequency (about 35-40 GHz). The heterodyne signal comes to the converters 
through the FDF waveguide A and the microstrip dividing units. The same microstrip 
circuits and other FDF waveguide B are used for adding signals of intermediate frequency. 
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The initial frequency/ is restored in output after additional amplification. As is seen from 
Figure 8, waveguide A provides phase shifting of signals among horizontal rows of radiators 
and waveguide B - among vertical rows. As a result, an extremely simple control is 
achieved, only two control currents for 2D scanning. The antenna contains all together two 
FDF waveguides with very small dimensions, because they operate in mm-wave bands. 
Correspondingly, the power consumption for control is very small. At the same time, the 
realization of rather great phase shifts does not demand great variation of phase velocity 
because of the large distance between coupling elements, 6. 
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1. patch radiator 
2. microwave amplifier 
3. up-converter 
4. microstrip coupling element 
5. FDF waveguide 
6. slot coupling element 
7. MM-wave amplifier 
8. down-converter 

Figure 8. 2D-scanning active IPA with frequency conversion 
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Thus, the utilization of frequency conversion makes it possible to create active phased 
arrays in any frequency range with extremely simple and power saving control. 

The class of scanning antennas we have presented is particularly well adapted to 
modern technology: PCB (Printed Circuit Block), MMIC (Microwave/MM-Wave 
Monolithic Integrated Circuit), SPS (Substrate Plasma Spraying), that will make it possible 
to provide low cost serial production. 
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ABSTRACT 

The probe-fed microstrip phased array strip-element dates back to the 1970's. 
Although, as a result of the work by Byron and Laughlin, the element is known to possess 
broadband properties, little or no specific information has been forthcoming, about the strip- 
element phased arrays scan-frequency characteristics, capabilities and radiating aperture design. 

This paper will survey the Polytechnic effort to address these issues. Initially, 
characteristics of the harmful scan resonances of these arrays will be considered and means to 
avoid them, an essential component of the broadbanding procedure. While the E-plane scan 
response confirms the previous findings, the H-plane scan exhibits a novel type of array 
blindness which is due to excitation of a strip-line mode of the mutually coupled strip-element 
array. It will then be shown that the broadband property of the probe-fed phased array strip- 
element is due to an inherent double-tuning mechanism that is revealed only after the scan 
resonance effects have been eliminated from the desired scan-frequency coverage. A 
systematic, computer-aided broadbanding design procedure, not detailed here, has been 
developed. Examples will be presented of scan-frequency performance of two phased array 
radiating apertures designed for 40° conical scan coverage over a ±15% bandwidth, and for 
50° conical scan coverage over ±10% frequency band, with SWR < 2. 

L INTRODUCTION 

The use of the phased array strip element was suggested by Cheston [1]. Byron [2], 
using simulators and small test arrays, realized bandwidths on the order of ±6% with SWR^3 
over a 45° E- and H-plane scan coverage. When employing a "single probe" feed per element, 
as opposed to a balanced feed (probe pair) arrangement, he found it necessary to resort to 
grounding screws in order to eliminate undesirable H-plane scan resonances. 

Best results were obtained by Laughlin [3]. Using an approximate analysis for the H- 
plane scan, along with simulators and small test arrays he achieved with a balanced probe-feed, 
using a WAIM sheet an octave bandwidth (0.5 GHz to 1 GHz) with SWR^3 over a 60° E and 
H-plane coverage. E-plane scan analysis was carried out at the Polytechnic [4] and scan- 
bandwidth trade-offs were found: the larger the bandwidth the smaller the scan range and vice 
versa. Until recently no comprehensive investigation has been reported of the scan-frequency 
characteristics and limitations of the probe-fed strip element phased arrays. In 1995 this void 
was filled by [5]. 
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A subsequent paper submitted for publication [6] deals with a systematic computer- 
aided radiating aperture design of such arrays. We shall describe the broadbanding guidelines 
based on [5], and only touch upon some material from [6]. 

IL EXAMPLES OF STRIP-ELEMENT ARRAYS, PHASED ARRAY MODEL 

Figure 1 shows an example of a strip-element array. It is taken from a paper by Byron 
[2]. The radiating elements are thin, conducting strips on a grounded dielectric substrate. Each 
strip is excited by a linear array of coaxially-fed probe pairs in antiphase (balanced feed). In 
other test arrays (Fig. 2) Byron used, instead of probe pairs, "single" feed probes (unbalanced 
feed). In this case he found it necessary to resort to grounding screws to eliminate undesirable 
H-plane resonances. The strip-element phased array model that was used for analysis in [5] 
is shown in Fig. 3. It consists of periodically spaced (spacing d) conducting strips of 
infinitesimal thickness on an infinite, grounded, lossless dielectric substrate of thickness h and 
relative permittivity er. Each strip is excited by a periodic linear array of offset probes with 
spacing b. The overall probe grid is rectangular. The probes are modelled by ribbon currents 
with no variation in z (thin substrate approximation). These currents are of equal amplitude 
and progressive phase. By varying the phase across the strips (E-plane) and along the strips 
(H-plane) the beam can be pointed in any direction within the hemisphere, Fig. 4 defines the 
scan angles with respect to the array geometry. The analysis, presented in [5] will not be 
repeated here. Instead we shall concentrate on the relevant issues. 
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Fig. 1: 29 element array of strip radiators with balanced feed. From E.V. Byron, "A New Flush Mounted Antenna 
for Phased Array Applications," in "Phased Array Antennas," Oliner and Knittel, Eds., Artech House, 1972. 
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Fig. 2:  Single probe strip array radiator.  From E.V. Byron, "A New Hush Mounted Antenna for Phased Array 
Applications," in "Phased Array Antennas," Oliner and Knittel, Eds., Artech House, 1972. 
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Current Probe 

b) Top view 

Fig. 3: Strip-element microstrip array model. 
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Z7V 
Fig. 4: Strip-array geometry and scan angles. 

EL SCAN RESONANCES AND GUIDED WAVES 

1. Scan Resonances and Phase Synchronism 

In order to broadband a phased array it is first necessary to consider the scan range 
limitations. In addition to paying attention to the grating lobe's incipience, it is essential to 
exercise control over any large mismatch producing scan resonances falling within the desired 
scan-frequency coverage. The origin of such resonances should be identified in order that 
appropriate countermeasures can be taken. Scan resonances can be traced to a phase 
synchronism of one of the Floquet modes, i.e., one of the harmonics of the impressed steering 
phase, with a guided wave supported by the passive array structure. A scan resonance is 
accompanied by a sharp amplitude increase of the synchronous Floquet mode. This, in turn, 
distorts the desired radiating element aperture distribution giving rise to a large mismatch. A 
one dimensional scan phase synchronism condition is 

or 

sin8n±_2 = ±. 
P 

(1) 

where 60 is a scan angle off broadside, d the element spacing and ßGW the phase constant of 
a guided wave propagating in the scan plane on the array structure. For a microstrip element 
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P C1 Vs? 
array the relevant guided waves are slow so that _.— > 1. 

Figure 5 is a graphical illustration of the phase synchronism in sin 6 space. When the 
main beam is at broadside, the ± 1 grating lobes are at ± X/d. As the beam is scanned to an 
angle 60, the main beam moves a distance sin 60 to the right and all grating lobes follow in 
unison by the same distance. If the array supports a slow guided wave with a propagation 

P f^Vi/ 
constant ßGW, then at a scan angle e0

SR the n=-l grating lobe intercepts __ and a scan 

resonance occurs. 

2. Guided Waves in Strip-Element Arrays 

In order to facilitate the physical interpretation of the computed results let us intuitively 
consider the guided waves supported by microstrip strip-element arrays, and relevant to the E 
and H-plane scan resonances. 

Fig. 6 considers the guided waves associated with E-plane scan resonances. Since, for 
E-plane scan the E-field is across the strips the strip loading is light and the dominant guided 
wave is expected to be a TM0 surface wave supported by the unloaded, grounded dielectric 
substrate slab, and perturbed by periodicity. Therefore 

l\E    ~ R (2) 

Actually this guided wave is a leaky wave. Fig. 7 considers the expected guided waves 
propagating along the strips and relevant to the H-plane scan resonances. In this case the 
current flow is along the strips, the strip loading is heavy, no matter how narrow the strips, and 
the field is localized to the vicinity of the strips. Thus, we expect the guided wave relevant to 
the principal H-plane scan resonance to be essentially the dominant mode of an isolated strip- 
line perturbed by mutual coupling. Thus, 

ßH   „k r~ (3) 
VGW    K0\jer   ■ 

3. Scan Resonances. Computed Results 

Figure 8 shows an example of guided wave loci in the normalized (kx, ky) plane for two 
strip width w=0.1d and 0.5d, with other parameters listed in the legend. The wavenumber kx 

corresponds to variation across the strips, ky along the strips. The figure also includes two 
circles, the smaller with radius ßsw/ko corresponds to the TM0 surface wave supported by the 

unloaded, grounded substrate slab. The larger circle has the radius ^er . It is seen that the 
guided wave loci relevant to the E-plane scan resonances are nearly concentric circular arcs 
close to the surface wave circle. For the narrower strips the arcs are practically coincident with 
the SW circle. For the wider strips the guided wave is somewhat slower due to additional strip 
loading. These guided waves are leaky waves and the arcs correspond to the real part of their 
propagation constant. 

Figure 8 also includes the guided wave loci relevant to the H-plane scan resonances. 
These are essentially straight lines indicating a weak dependence of the E-plane phasing of the 
propagation constant along the strips. This confirms our physical intuition of low mutual 
coupling between the strips and of the localization of periodic strip line mode fields. 

Furthermore, the location of the guided wave loci in proximity of the <jer circle confirms our 
expectation that the propagation constant of the dominant periodic strip-line mode is 
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Fig. 6: Dominant guided waves relevant to E-plane scan-resonances. 
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Fig. 7: Dominant guided waves relevant to H-plane scan-resonances. 

k/k0 

-1 

-2- 

-2 -1 

w~aid 

w = 05d 

•G, Circle 

SW Circle 

kx/k0 

Fig. 8: Loci of guided wave wave-numbers in the normalized (kx, ky) plane. d=b=0.52A.0, h=0.04A0, er=2.3, for 
w=0.1d and 0.5d. 
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^w ~ Jer .  The periodic strip-line mode and its relevance to the phased array scan 

resonances does not seem to have been previously recognized.   These modes may also be 
relevant to patch element phased arrays with a large H-plane patch dimension. 

We now realize that the E-plane scan resonances are expected to occur approximately 
whenever the (-1,0) grating lobe intersects the surface wave circle, while their H-plane scan 

counterparts should occur approximately when the (0,-1) grating lobe crosses the jer   circle. 
This is shown in Figs. 9 and 10. 

These features can be utilized to eliminate the scan resonances from a given scan- 
frequency coverage by appropriately reducing the element spacing at the highest operating 
frequency in order to move the grating lobes away from the unit circle. This will be discussed 
later on. We further observe that the E-plane element spacing can be made significantly larger 
than the H-plane spacing, because the surface wave circle radius is smaller than that of the 

circle. This feature becomes significant in broadbanding design procedure. 
We shall now illustrate the effects of scan resonances. Figure 11 shows the E-plane 

scan variation of the unmatched active resistance Ra and reactance Xa for a number of 
substrate thickness values h/A in a square lattice array with d/A=0.52 spacing, er=2.3 and strip 
width w=d/2. For each value of h/A, Ra exhibits a peak-dip combination which tends to 
broadside with increasing amplitude as h/A. increases. These scan resonances occur closer to 
broadside than the grating lobe incipience at 67°. The active reactance Xa also exhibits a 
resonant behavior. The reason that the Xa locus does not pass through zero at resonance is 
due to the higher Floquet mode contributions which are nonresonant. The dark arrows 
correspond to the (-1, 0) grating lobe crossing the SW circle. The light arrows indicate the 
grating lobe crossing the leaky wave arc.   Fig. 12 exhibits the E-plane scan variation of the 

magnitude of the active reflection coefficient if for a broadside matched array with geometry 
of Fig. 11. One observes that the E-plane scan resonances do not produce a (near) total 
reflection, as in the case of microstrip patch phased array element, but the mismatch is severe. 

The matched array if maxima occur close to the (-1, 0) grating lobe interception of the SW 
circle. 

A drastically different response is found in the H-plane scan (Fig. 13). For the array 
geometry of Fig. 11 one finds that the active resistance Ra is relatively flat. But the active 
reactance exhibits for each value of h/A an extremely sharp peak in the scan range from 25° 
to 28°, which compares well with the expected 23.9° according to (1) and (3). 

Fig. 14 shows the resonant peaks on expanded scale. In each case Xa changes sign 
across the resonance and goes to infinity at resonance, giving rise to total reflection. Since the 
associated system determinant goes through zero at each peak and changes sign across the 
peak, one deduces that the resonance corresponds to a lossless guided wave which is termed 
periodic strip line mode. In contrast to the E-plane scan resonances, the angular location of 
the H-plane scan resonances is weakly dependent on the substrate thickness. 

Figs. 15 and 16 show that scan resonances are suppressed by reducing the element 

spacings e.g. in such a way that the (0,-1) grating lobe intercepts the \jer circle at 80=90°. 
Here again, for simplicity, a square grid array is used with d=0.395A, corresponding to er=2.3 
and with the strip width w=d/2. We observe that the E-plane scan resonance has been 
suppressed with both Ra and Xa are relatively flat (Fig. 15). This is not unexpected because 
for the chosen spacing the (-1,0) grating lobe does not reach the SW circle. In the H-plane 
scan both Ra and Xa are well behaved (Fig. 16), except near endfire where the (0,-1) grating 

lobe just reaches the t/e^T circle at 60=90°. Most importantly it is seen that the reduction of 
H-plane spacing eliminates the sharp peaks of Xa. We conclude that by appropriately reducing 
the element spacing at the highest operating frequency, the effects of scan resonances can be 
suppressed from the required scan-frequency coverage. 

136 



Fig. 9: Loci of scan-resonances in and off E-pIane.     d=b=0.52Ao, h=0.04, er=2,3, w=0.5d. 
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Fig. 10:  Loci of scan-resonances in and off H-plane.   d=b=0.52A.0, h=0.04A0, er
=2-3> w=0.5d. 
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Fig. 13:  H-plane scan variation of the unmatched active resistance (Rc) and active reactance (Xa). 
Independent parameter h. d=0.52X0, b=0.52X0, w=d/2, Gr=2.3. 
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Fig. 14: Expanded view of H-plane scan variation of unmatched active reactance (top) and the corresponding 
inverse of the normalized system determinant (bottom). Independent parameter h. 
d=0.52A0, b=0.52A0, w=d/2, er=2.3. 
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Fig. 16:  Smaller probe spacing, H-plane scan variation of the unmatched active resistance (R„) and 
reactance (Xa). Independent parameter h. d=0.395A0, b=0.395A.0, w=d/2, er=2.3. 
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IV. ELEMENT BROADBANDING 

At this point we will consider element broadbanding proper. Since at the outset the 
substrate thickness and consequently ßsw is unknown, the initial E- and H-plane spacing is 

selected independently of h to allow the (0,-1) grating lobe to intercept the Jer circle at 
60=90°, at the highest operating frequency, and thereby eliminate the scan resonances from 
essentially the entire hemisphere via 

d      b 1 
-     - (4) V    V 1 + ^7 

With the scan resonances excluded, the dynamic range of the unmatched active reflection 

coefficient Ta should not be excessive. In order to further reduce the frequency variation of 

Ta, the broadbanding approach concentrates now on the equalization of r"(/) at the high (f+) 
and the low (f") frequency ends of the desired band. Basic to the success of the broadbanding 
procedure is the property of the probe-fed phased array strip element that at a given scan 
direction and for element spacing for which the effects of scan resonances have been 
suppressed, a substrate thickness-stripwidth combination (h,w) can be found for which 

r"(/^) =r"(f), provided that the bandwidth is not excessive. To illustrate this point Fig. 17 

exhibits the effect of h and w on the complex V" over ±10° frequency range. Again, for 
simplicity, a square grid is chosen for er=2.3 according to (4), whereby d/A.0

c=0.36. The figure 

shows loci of complex Ta (with respect to 50Q line, at broadside scan as a function of 
frequency 0.9fc^f sl.lfc for strip width w=0.224Ä0

c and three values of substrate thickness. The 
frequency increases clockwise. One observes that double-tuned loops are formed. For 
h/A.0

c=0.075 the loop is still open, while for hA0
c=0.085 it closes prematurely.   Only for 

h/A.0
c=0.080 the loop closes so that r"(l.lf") = ra(0.9r), with an associated reduction of the 

dynamic range of T"(f). Similar behavior is found where h is kept fixed and w varies. One 
further observes that double-tuned loops are formed at 80=40° in either the H- or the E- 
plane, but that the (h,w) combination required for loop closure is scan dependent. The design 
procedure that is the topic of [6] minimizes the spread of the three (h,w) combinations required 

for the loop closure, i.e. r"^) = T"(f), at each of the extreme scan directions. This is 
accomplished by increasing the E-plane spacing which originally was chosen too small via 
relation (4). After the spread of the three (h,w) combinations has been reduced one proceeds 
to choose a single, compromise, (h,w) combination which equalizes the magnitude 

|ra(0-ra(0| 

along the three extreme scan directions. Fig. 18 (top) shows the scan-frequency performance 
of two strip-element phased arrays designed by the described procedure for conical scan 
coverage of 40° over a ±15% frequency band (top) and 50° over ±10% band (bottom). The 
H-plane spacing was selected to exclude the periodic strip-line mode scan resonance from the 
entire hemispherical coverage. The E-plane spacing is larger and was chosen to minimize the 

spread of the three (h,w) combinations required for loop closure i.e. ra(f') = Ta(f~) at 

broadside, 60 max and 80 max. The final (h,w) combination was chosen to equalize the error, 
i.e., 

|ra(r)-ra(f)| 
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for the above three scan directions. We see here (Fig. 18 top) loci in the complex T-plane loci 
of matched active reflection coefficient (with match to the average Za

u over the scan volume 
and frequency band). We observe three "spiders" for E, D and H-plane scan at center 
frequency fc and at 0.85fc and 1.15fc. The dashed loops joining the corresponding points of the 

"spiders" yield the frequency variation at broadside, 6^=40° and QH= 40°. The loci lie 
within the SWR=2 circle. The frequency loci have a double tuned loop character, but the 
loops do not close, a consequence of the compromise choice of the final (h,w) combination. 
Fig. 18 (bottom) presents the scan-frequency performance of an array with er=5.0, d=0.38X0

c, 
b=0.27A.0

c, h=0.080A.0
c, w=0.153A.0

c designed for 50° conical scan coverage over ±10% 
frequency band. 

V. SUMMARY 

It was shown that: 

1. Scan resonances occur when a guided wave is excited by a synchronous higher order 
Floquet mode (grating lobe). 

2. The relevant guided waves are: 
a) For the E-plane scan they are of the leaky wave type (perturbed TM0 surface 

wave on the unloaded, grounded dielectric substrate slab). 
b) For the H-plane scan they are (novel) periodic strip line modes (perturbed by 

mutual coupling dominant mode of an isolated strip line). 
3. Initial choice of substrate-thickness-independent element spacing to suppress the E- and 

H-plane scan resonances was presented. 
4. Suppression of scan resonances allows for double-tuning by substrate thickness-strip 

width interplay (without recourse to mode suppressor pins). 
5. The (h.w) combinations that yield double-tuning for a given bandwidth are scan 

dependent. 
6. The spread of three (h,w) combinations for three extreme scan directions is reduced 

by increasing the E-plane spacing. 
7. The final, single (h,w) combination is chosen to equalize 

|ra
H(r,e,4>)-ra

a(f-,e,<(>)| 

along the three extreme beam pointing directions. 
8. Scan-frequency performance of two probe-fed strip-element microstrip phased arrays 

was presented. The first was designed for 40° conical scan coverage over ±15% 
bandwidth, the second for conical scan volume of 50° over ±10% band. The SWR is 
less than 2:1. 

9. The phased array strip element is linearly polarized, changing from vertical in the E- 
plane to horizontal in the H-plane scan. 

Final Remarks 

The broadbanding procedure is not a brute force algorithm. One first determines the 
physical mechanism of scan resonances and means to avoid them. After scan resonances have 
been removed from a given scan-frequency coverage, the double-tuned element property is 
disclosed and utilized for element broadbanding. 
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INTRODUCTION 

Bandwidth broadening techniques for microstrip antennas have been studied for a 
number of years. A popular method is the use of parasitic elements, either in stacked 
geometry1 or in coplanar geometry2. The stacked geometry involves more than one patch 
and more than one dielectric layer, with the result that the antenna thickness is increased. 
The coplanar geometry has one dielectric layer but requires parasitic patches adjacent to 
the fed patch, thereby increasing the lateral size of the antenna. 

Recently, the authors introduced a wideband patch antenna which has only one patch 
and one dielectric layer, in the form of a coaxially-fed rectangular patch with a U-shaped 
slot. Some of the results are presented in this paper. 

EXPERIMENTAL RESULTS 

The general geometry of a coaxially-fed rectangular patch with a U-shaped slot is 
shown in Figure 1. Experimental results were obtained by Huynh and Lee3 at the center 
frequency of about 900 Mhz and by Lee et al.4 at the center frequency of about 4.5 Ghz. 
In both cases, the dielectric material was foam with a relative permittivity close to unity. 
Depending on the design, the structure can either perform as wideband antenna or as a 
dual-band antenna. Representative dimensions of the antennas at these frequencies are 
given in Table 1. 

Table 1 Representative dimensions (in mm) of U-Slot Patches at 900 Mhz and at 4.5 Ghz 

Antenna W L F ws a b c h 
1 (wideband) 219.7 124.5 62.2 68.6 2.29 19.4 10.2 26.9 

2 (wideband) 35.5 26.0 15.0 12.0 2.2 4.3 2.1 5.0 

3 (dual-band) 40.0 26.0 15.0 14.0 5.2 4.3 2.1 . 5.0 
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Antenna 1 

This antenna performs as a wideband antenna with center frequency around 900 Mhz. 
The measured impedance loci, VSWR versus frequency and copolarization patterns in the 
E and H planes were reported in Huynh and Lee3 and are not repeated here. Suffice it to 
point out that, for h=26.9 mm (s0.08>.), the impedance bandwidth (VSWR=2) was over 
40%, with good pattern characteristics. 

Antenna 2 

This antenna performs as a wideband antenna with center frequency around 4.5 Ghz. 
The measured VSWR versus frequency is given in Figure 2. The impedance bandwidth is 
about 32.4%. The polarization of this antenna is linear, with the E-plane parallel to the 
vertical slots and the H plane parallel to the horizontal slot. The co-polarization patterns 
are stable: the half-power beamwidths in the E plane are 63.9° at 3.72 Ghz and 58.0° at 
5.16 Ghz. In the H plane, they are 66.3° at 3.72 Ghz and 64.9° at 5.16 Ghz. The 
measured broadside gain versus frequency is given in Figure 3. The maximum gain is 8.5 
dB occurring at 3.90 Ghz. The 3 dB bandwidth for gain is from 3.67 Ghz to 5.15 Ghz or 
33.6%. In the E-plane, the cross polarization levels are below 23 dB across the VSWR=2 
band. However, in the H plane, at 4.28 Ghz, the highest level is about -18 dB occurring at 
45° from broadside. It increases to -12 dB at 3.72 Ghz and at 4.82 Ghz. 

Antenna 3 

In addition to wide bandwidth operation, the U-slot patch can also function as a dual- 
band antenna. It appears that, starting with a wideband design, if one of the parameters 
such as patch width or feed position is varied, the broadband characteristic is changed into 
a dual-band characteristic. An example is antenna 3 of Table 1; the measured VSWR 
versus frequency curve is shown in Figure 4. The separation of the center frequencies of 
the bands is 1.16 Ghz, which is about 30% when measured with respect to the lower 
center frequency. Note that the impedance bandwidths of the lower and upper bands are 
about 9% and 12% respectively. 

SIMULATION RESULTS 

We have recently obtained some simulation results of the U-slot patch antenna using 
two approaches. In one, the ENSEMBLE software developed by Boulder Microwave 
Technologies Inc. was used. This software is based on moment-method analysis. It 
assumes a uniform current on the coaxial probe. The VSWR versus frequency curve 
obtained for antenna 1 is shown in Figure 5. The impedance bandwidth is about 34%. 
While this is less than that measured by Huynh and Lee,3 the simulation result confirms the 
wideband behaviour of the U-slot patch. The discrepancy between simulation and 
measured results may be due to the uniform current assumption and the idealizations in the 
theoretical model such as infinite ground plane. 

In another approach, we developed a FDTD code for the U-slot patch antenna. Using 
our FDTD code for antenna 2, we obtain the VSWR versus frequency curve shown in 
Figure 6. This is in reasonable agreement with the measured curve of Figure 2, again 
confirming the wideband characteristic of the U-slot patch. 
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Figure 1  Geometry of the coaxially-fed rectangular patch 
antenna with a U-shaped slot 
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OTHER U-SLOT PATCHES STUDIED 

Other U-slot patch configurations we have studied include aperture coupled U-slot 
rectangular patches, circular patch with a U-slot, and a circular array of such patches. The 
results will be reported elsewhere. 
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INTRODUCTION 

Microstrip and slot antennas are used in a broad range of applications from communi- 
cation systems (radars, telemetry and navigation) to biomedical systems, primarily due to 
their planar characteristics and low manufacturing cost1. With the recent development of mi- 
crowave and millimeter-wave integrated circuits and the trend to incorporate all microwave 
devices on a single chip for low-cost and high density, there is a need to fabricate patch an- 
tennas on high-index materials such as Silicon, GaAs or InP. Because of their high index, 
these materials exhibit a pronounced surface wave excitation, thus leading to lower antenna 
efficiency, reduced bandwidth, degradation of the radiation pattern and undesired coupling 
between the various elements in an array design. Only a few approaches have been put forth 
to resolve the excitation of substrate modes in microstrip antennas, including using a sub- 
strate-superstrate configuration2, adjusting the radius of a circular patch to a critical value3, 
suspending the patch over an air cavity through the use of a membrane4 or over closely 
spaced periodic holes in the substrate5. 

We have developed two different techniques in order to address the previously men- 
tioned problems, based on the implementation of micromachining technology. In the first 
technique, material is removed laterally in a region under and around the patch antenna in 
an effort to locally reduce the dielectric constant. Experimental results have shown a signif- 
icant increase in antenna efficiency, when compared with a regular rectangular patch. In the 
second technique, the resonant length of the patch is adjusted in order to minimize the dom- 
inant TM0 surface mode. Because the dimensions required to suppress the surface wave are 
larger than the dimensions for the desired frequency of operation, dielectric material is re- 
moved in an area only under the patch. Simulation results (FDTD), have shown a significant 
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decrease in the excited surface waves between the micromachined antenna and the regular 
one. 

REDUCTION OF THE EFFECTIVE DIELECTRIC CONSTANT (TECHNIQUE I) 

Calculation of Reduced Dielectric Constant 

In this approach, material is removed underneath the antenna by using selective etching 
techniques and the excitation of surface waves is suppressed by creating a micromachined 
cavity as shown in Figure 1. 

¥ 

Figure 1. Geometry of the micromachined antenna with mixed air-substrate region that has been laterally 
etched away. 

In order to predict the effective dielectric constant of the mixed air-dielectric (in our 
case Silicon or Duroid with £,.=10.8) region for varying thickness ratios underneath the 
patch antenna, a quasi-static model based on series capacitors is used. A plot of the theoreti- 
cal and measured effective dielectric constant versus the air gap thickness can be found in 
Figure 2, where an effective dielectric constant of approximately 2.2 is achieved for a mixed 
air-silicon ratio of 3:1 from the capacitor model that includes the open-end effect extension 
length AL. 

20 40 60 80 

Air Gap Thickness, X , (%) 

Figure 2 . Effective dielectric constant versus air-gap thickness (percent) for the silicon micromachined patch 
based on the capacitor model. 
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Return Loss, Pattern and Efficiency Measurements of Model Antennas 

A micromachined patch antenna with an air-dielectric ratio of 3:1 was fabricated on a 
635 |im thick Duroid substrate with ^=10.8, for checking the validity of our theoretical 
approach. The selection of this substrate is due to the fact that its dielectric constant is the 
closest possible to the one of Silicon (11.7). The dimensions of the antenna were 
7.624x6.676 mm and those of the cavity 15.19x14.478 mm. The distance between the radi- 
ating edges of the patch and the edges of the machined cavity was 3.783 mm. Due to the 
specifications of the efficiency measurement system set-up the resonant frequency of the 
patch was between 12.5 and 13.5 GHz (fres=13.165 GHz). 

In order to compare the performance of the micromachined antenna with that of a regu- 
lar antenna a conventional patch with dimensions of 3.75 x4.42 mm was fabricated on the 
same substrate (fres= 12.84 GHz). In addition, a regular antenna with dimensions of 
7.57x7.34 mm was fabricated on a Duroid substrate with a thickness of 500 (im and e,.=2.2. 
All three antennas were fed by a 50 Q microstrip line for the best possible match and from 
the return loss that can be seen in Figure 3, we observe an increase in the -10 dB bandwidth 
of the machined antenna from 1.40% to 2.3% when compared with the bandwidth of the 
regular antenna on high index. In reality, the 2.3% bandwidth of the etched antenna is the 
same as the bandwidth of the low-index (2.2) regular antenna. Since bandwidth is inversely 
proportional to the quality factor, Q, defined as the ratio of total stored energy in the antenna 
to the energy dissipated or radiated from the antenna, the increase in bandwidth provides the 
first indicator of a potential increase in radiation efficiency. 

12 12. S 13 13.S 14 
Frequency     (GHz) 

Figure 3. Return loss for the micromachined high-index patch, the regular high-index patch and the regular 
low-index one. 

Radiation patterns were also taken for all three antennas and they can be seen in Figure 
4, where we observe that the regular high index E-plane pattern has a large peak at about -50 
degrees, indicating large power leakage in the form of surface waves. In contrast, the micro- 
machined patch has a much smoother E-plane and is very similar to the one of the low index 
antenna. As expected, the H-plane patterns are similar in all cases. 
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Figure 4. Radiation patterns for the regular high-index antenna, the micromachined antenna and the low-index 
antenna: a) E-plane and b) H-plane. 

In order to obtain conclusive evidence about the increase in radiation efficiency of the 
micromachined antenna, efficiency measurements were performed for all three patches 
based on a radiometric method6-7 and a hemispherical hot/cold load (black-body absorber 
Ecosorb). The three antennas were placed on a test fixture with an RF connector at the input 
of the feeding line. The efficiency measurement was referenced at the RF connector and 
,thus, included besides the loss due to surface waves the feed-line loss (dielectric and con- 
ductor), the connector loss and the mismatch to the 50 Q line loss. The results can be seen in 
Figure 5, where we observe that the efficiency of the micromachined patch at the resonant 
frequency is 73±3 % whereas the efficiency of the regular high-index patch is 56±3 %. The 
low-index regular antenna has an efficiency of 76±3 %. 
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Figure 5. Measured efficiency for the micromachined and regular antennas. 
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From the above results, it is obvious that the micromachined antenna performs like a 
regular low-index antenna and gives a 30% increase in the measured efficiency when com- 
pared with the conventional high-index patch. We should also note here that since the mea- 
sured efficiencies include losses irrelevant to the antenna (connector, feed-line and 
mismatch) a de-embedding process needs to be performed in order to get the efficiency of 
the antenna itself. This can be achieved by modelling the feed-line with a commercial soft- 
ware and calculating its losses, as well as by measuring the mismatch/return loss and using 
an empirical value for the RF connector loss. After de-embedding, the calculated efficiencies 
are 66% for the high-index regular patch, 85% for the micromachined high-index patch and 
82% for the low-index regular patch. These results indicate that the micromachined antenna 
is successful in suppressing the losses due to surface waves. 

ELIMINATION OF TMo SURFACE WAVE (TECHNIQUE II) 

Thoretical Analysis 

In this approach the resonant length of the rectangular patch is adjusted in order to min- 
imize the dominant TM0 surface mode. According to the equivalence principle and the cav- 
ity model, in terms of radiation a rectangular patch can be modeled as a rectangular loop of 
magnetic current. From the cavity model, the electric field of the dominant TM10 mode for 
the geometry shown in Figure 6 is given by: 

Ez = ACOSJJC^ (1) 

'I 
Figure 6. Micromachined antenna for the elimination of TMo mode. 

where a,b are the width and the resonant length of the patch, respectively. The radiating 
edges are considered to be at y=0,b since only the dominant mode of the cavity is excited. 
The equivalent magnetic current at these two edges is: 
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M = 2Exn 2Ax (2) 

As it is known, a single Hertzian magnetic dipole, oriented in the x direction at a height 
z' above the ground will give rise to a TM0 surface wave field given by: 

(2), ¥ = K(z,z')H^(ßTMop)sin(^ (3) 

where ßxMo is the propagation constant of the TM0 mode and K(z,z') is an amplitude factor 
that depends on the height of the source and the observation point. By integrating over the 
two radiating edges of the rectangular patch for the magnetic current distribution, the total 
surface wave field radiated by the magnetic currents takes the form: 

Y = -4A ^Hi2)(ßTMoP)tan<t>cos^ßTMo^sin^sin^ßTMo|cos^J (4) 

where B(z) = JK(z, z')dz'. 

In order to derive the above expression the far field approximation for the phase of the 
radiated wave was used. The pattern of equation (4) is shown in Figure 7 (dashed line). By 
setting b=7t/ßTMo nulls are placed at the location of the peaks of the lobes at <J)=7c/2,37t/2 so 
that four minor lobes replace the two major lobes (Figure 7, solid line). As a result, the sur- 
face wave pattern is reduced. 

Cored 
 Conventional 

240 ' 300 
270 

Figure 7. Surface wave field pattern for the regular antenna and the micromachined antenna. 
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Choosing b according to the above formula, results in a greater resonant length than the 
one chosen for the design frequency. In order to overcome this decrease in operating fre- 
quency, the material in a rectangular region under the patch is removed, thus creating a 
lower effective dielectric constant which will permit the desired increase in operating fre- 
quency. The length of this "cored" region is found from the transcedental equation, which is 
derived from the field expressions of the dominant mode cavity, after applying the boundary 
conditions at the various interfaces. 

Results 

In order to test the accuracy of the previous analysis a rectangular patch with a resonant 
frequency of 22.5 GHz was designed on a Duroid substrate with £,.=10.8 and a thickness of 
635 |im. Since for the given substrate , higher order surface modes exist above 40 GHz elim- 
ination only of the dominant TM0 mode is sufficient. The micromachined patch was com- 
pared with a regular patch on the same substrate and with the same resonant frequency 
through FDTD simulations. The results can be seen in Figure 8, where measurement of the 
electric field inside the dielectric region shows a suppressed field for the micromachined 
antenna by at least 10 dB, when compared with that of the conventional patch. 
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Figure 8. Normalized electric field inside the dielectric versus distance from the center of the antenna for the 
micromachined patch and the regular patch. 

CONCLUSIONS 

Two different approaches for the reduction of surface waves in rectangular microstrip 
antennas were presented in this paper. In the first technique, material was removed laterally 
underneath and around the patch and an increase of 64% and 30% was observed in the band- 
width and radiation efficiency, respectively. In the second technique, the resonant length of 
the rectangular patch was adjusted to a critical value in order to suppress the dominant TM0 

surface mode. Simulation results with FDTD showed a substantial decrease in the electric 
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field measured inside the dielectric. Since both approaches require the use of micromachin- 
ing techniques and result in the enhancement of antenna performance, integration of these 
high-efficiency rectangular patches on MMIC's operating at high frequencies will be feasi- 
ble, successful and easy. 
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1    Introduction 

Antennas with very low levels of cross-polarization are useful for many applications 
in communication, radar and remote-sensing. Printed antennas and arrays, although 
attractive due to their light weight, conformability and low cost [1,2], may not meet the 
low cross-polarization requirements. The cross-polar radiation may be introduced due 
to unwanted radiation from feed networks and active circuitry. Orthogonal currents, ei- 
ther inherently excited on the antenna elements, or additionally induced due to mutual 
coupling with other elements in an array environment, can contribute to cross-polar 
radiation. The dielectric substrate of the antenna can also introduce cross-polar radia- 
tion in off-principal directions. It may be particularly difficult to maintain a uniformly 
low level of cross-polarization over a broad scan angle or a broad bandwidth. 

Strip gratings can be effectively used on top of an antenna for suppression of 
the cross-polar radiation. The strip grating may be separately fabricated and properly 
spaced in front of the antenna, or it may be integrated directly on top of the antenna 
with a thin layer of dielectric substrate in between. In either case, the strip grating can 
have significant effects on radiation and/or impedance characteristics of of the antenna. 
When the grating is integrated directly on top, due to close proximity of the grating 
layer the reactive near fields of the antenna will strongly couple with the grating strips. 
This may significantly affect the impedance level, bandwidth, resonant frequency, as 
well as the radiation and scan characteristics. In addition, when the grating is either 
spaced above or placed directly on top, certain resonant conditions established between 
the grating strips and the antenna substrate may result in excessive power loss from the 
antenna element due to excitation of energy along the grating. This may result in poor 
radiation efficiency, or affect the cross-polarization or radiation pattern of an isolated 
element, or can introduce scan blindness in a phased array. In order to successfully 
use the integrated grating designs, it is essential to accurately model a printed antenna 
geometry rigorously including all effects of the strip grating on top. In addition, some 
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fundamental phenomena of the strip grating configuration must be well understood, 
and suitable techniques should be devised in order to overcome the resulting undesired 

effects. 

In this paper, we present a rigorous analysis of an infinite array of printed dipoles 
covered on top by a layer of printed strip grating. The new analysis is based on a spectral 
domain moment method formulation. A separate analysis of the strip grating is first 
performed. The results of this analysis are then used in a spectral-domain moment 
method procedure in order to rigorously account for the effects of the substrate and the 
strip grating layers. Basic design data are generated from the analysis, and the various 
loading characteristics due to the grating layer are studied. Interesting fundamental 
effects of the grating geometry on the scan and radiation performance of the antenna 
are discussed, providing basic guidelines to overcome their possible undesired effects. 

2    Theory 

Fig.l shows the geometry of an infinite array of printed dipoles covered by a periodic 
strip grating. For simplicity of modeling, each dipole element is center-fed by an ideal- 
ized delta-gap current source with proper phasing for scanning. In addition, we assume 
that the antenna periodicity, A, along the x direction is an integral multiple of the grat- 
ing periodicity, D. Under this condition the total antenna structure can be assumed to 
be physically periodic, based on which a Floquet mode analysis is possible [3]. 

The analysis of the array, without the grating can be done using a periodic mo- 
ment method procedure [3,4]. The unknown currents in one unit cell are expanded 
using known basis functions with unknown coefficients. ( In a phased array, due to 
periodicity, the current distributions on the other unit cells are the same except for 
a phase factor.) Then the unknown system is solved by a moment method testing 
procedure. When the grating is included, this approach can be extended, in principle, 
by treating the currents on the grating strips as additional unknowns of the moment 
method system. However, since the number of strips per unit cell in a practical grating 
can be quite large, the number of unknowns required can be orders of magnitude larger 
than that without the grating. This brute-force numerical approach would have poor 
convergence It would not yield much information on the effect of wave-guidance by the 

grating. 

We present here a novel two-step approach for a rigorous analysis of the geometry 
of Fig.l. First, we replace the antenna layer by a spectral current sheet of the form, 
Js = xse~^xk"+yk'y\ arbitrarily directed along xs. Under this current-sheet excitation 
the induced currents on the grating strips and the resulting total fields are modeled by 
a one-dimensional periodic analysis. In the second part of the analysis, any given basis 
current distribution on the dipole array is expressed as a superposition of a discrete 
number of spectral sheets via a two dimensional Floquet mode modeling [3]. The field 
produced due to each of the spectral currents is obtained from the first part of the 
analysis, the superposition of which will provide the total fields due to the known basis 
current. Then, the unknown current distribution on the antenna is expanded by a set 
of known basis functions with unknown coefficients, and the unknown coefficients are 
solved by a moment method procedure. The known fields of the basis currents already 
obtained above are employed here for the necessary boundary condition testing. 
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Fig.l General geometry of an infinite array of printed dipoles, with a layer of printed 
strip grating on the top. 
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Fig.2 Effect of the grating on the cross-polarization level in the diagonal plane. Fre- 
quency 3 GHz; array unit cell: A — 35 mm, B = 35 mm; dipole parameters: a = 31 
mm, b = 1 mm, ip = 0°; substrate parameters: hi = 1.6 mm, H — 0, h-i = 1.6 mm, 
en = 2.2, er2 = 2.2; grating parameters: Ö — 2.5 mm, w = 1.0 mm; scan plane: 
<£ = 45°. 
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2.1     Current Sheet Excitation of the Grating 

Let the dipole array in Fig.l be replaced by a spectral current sheet, 

J, = -kse-Xxk"+vk'»). (1) 

The unit vector 
xs = (xcos^ + ysin<£„), (2) 

which makes an angle <j>s with x, specifies the direction of the current on the spectral 
current sheet. 

Using Floquet's theorem the overall grating current distribution, Jg(x,y), under 
spectral current sheet excitation can be expressed in terms of the current distribution, 
3(x,y) on one strip at y = 0: 

TO TO _ -in 

3B(*,y)=   £   J(x-mD,y)e-'mk"D = e-ik-"   £   3(x-mD,0)e-'mk"D.     (3) 
m—~TO m=—TO 

The unknown current 3(x,0) is expanded as a sum of basis functions with unknown 
coefficients. 

J(s,0) = £aBf„(z) (4) 
n=l 

The current on the grating strip is dominantly y-directed. The y-component can have 
singularities at the strip edges. The x-component is usually small and vanishes at the 
edges. A suitable choice of entire domain modes for the basis functions is: 

yfyP(
x)    p= ^f1,« = 1,3,5,...; ,5* f („\ _ ) JJyp\"-l    r        2   ''"      ~>"' -'••■> 

nW~\*f*P{*)   P=h   » = 2,4,6,...; 

where, fyp{x) and fxp(x) are zero for \x\ > w/2, and are defined for |.x| < w/2 as: 

1 ( cos(p-rrx/w)    p even; ,^ 
JyP\     ' 1/,,, \n o   I   ein (TITTI* /in l       r» r»rlrl* „- /(H)2 _ j.2 \ sin(p7ra-/w))    p odd; 

.  . _ l  (s'm(pirx/w)    p even; /_., 
JxpW _ w | cos^pKx/w)    p odd. 

It is assumed that the origin of the i-axis coincides with the center ofJ;he 0-th strip. 
Using (4) in (3) and then applying the Poisson summation formula 3g(x,y) can be 
expressed as 

(8) 
I       J»g TO r~ 

3g(x,y) = -j:an   £     fB(*«„)e--«fc»^*«"'> 
-^ n=l        /^=-oo -«si+M  r) 

Now the grating current is expressed as a sum of spectral current sheets. The electric 
field, Eg(x,y), produced at the grating layer due to the grating current in (8) can be 
obtained using spectral domain dyadic Green's functions [5,6]. The incident field on the 
grating due to the current sheet can also be evaluated this way. Thus the total E field 
can be expressed in terms of the unknown coefficients an's. The boundary condition all 
over the grating is automatically satisfied by the vanishing of the tangential component 
of the E field on one strip at y = 0. When this is enforced using a Galerkin testing 
procedure[7] the following system of equations is obtained. 
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The transform of the total E field on the antenna layer in the presence of the 
grating can be expressed in terms of the 

Ng 

^2anQmn-Vm;  m = 1,2,...,Ng, (9) 
n=l 

"** * Eg 
>m — ~~ i-myksx) ' jjjg \ksx, ksv) ■ Xs, (10) 

r\ 1      V    ?* /j 2TT.     /*.Eg. 2%   ,,;?,, 27T 
Qmn-p     2^    tm(^ + /'^-)-£7s(^ + /i-^->«S!/)-

fn(«;^ + /'^-)- (U) 

Notationally, £^   is the Green's function relating the electric field on the grating layer 
~ Eg 

to the current on the antenna layer, whereas Qj is the Green's function relating the 
electric field on the grating layer to the current on the grating layer. The complete set of 
linear equations (9) can now be solved for the unknown basis coefficients, a„'s. It should 
be noted that in (11) Qmn remains unaltered when ksx is shifted by an integral multiple 
of 2ir/D. This periodicity can be used to speed up the evaluation of various spectral 
sums and integrals. Once the unknown current amplitude values, a„'s, are found, the 
field anywhere in the multilayered structure can be obtained using suitable Green's 
functions. Clearly, the total field produced by the current sheet 3S, in the presence of 
the grating, includes an infinite number of spectral values at kx = ksx + (i^, ky = ksy; 

H = 0, ±1, ±2, — The transform of the the total electric field, Eos, on the antenna 
layer, can be found by adding the transforms of the incident field due to the current 
sheet, and the scattered field due to the grating. Eventually it can be expressed in the 
form 

J-'as\"X, Ky, Ksx, fCSy5 (ps J 

OO / 9-77-\ 

= (2n)2S(ky - ksy)  ]T .6 (kx - ksx - fi—\ eß(ksx, ksy; <f>s), (12) 
Ji= —CO ^ ^ ' 

where, eß(ksx, ksy; <f>s) is the amplitude of the fi-th Floquet mode E field. 

2.2    Impedance of Array Covered by a Grating 

In Fig.l, the (r, s)-th dipole of the infinite array is centered at x = rA, y = sB for any 
integers r and s. For scanning of the array in the direction (9,<j>), the overall dipole 
array current distribution, Ja{x,y) dipole array can be expressed in terms of the current 
distribution on the (0,0)-th dipole, J(x, y) as: 

OO OO 

3a{x,y)=   Yl    E  3(x-rA,y-sB)e-*rAI""+'Bk"\ (13) 

where kxo = k0sm6cos<t> and kyo = kosm0sm(f>. The unknown current 3(x,y), is 
expanded by a set of basis functions with unknown coefficients, 6,'s: 

Nd Nd 

3(x, y) = Y, b,3q(x, y) = £ bq±'Cq(x, y), (14) 
9=1 q = \ 

C (x, y) = { * co<^x'la)    \x'la\ < 1/2, and \y'/b\ < 1/2, (15) 
' [0 otherwise; 
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x' = xcostp + ysinip,     y' = -xs'mip + ycosip. (16) 

The above current expansion assumes that currents flow only along the longitudinal 
direction, x', of the dipole. This is known to be a good approximation for narrow dipoles 
[3]. The dipoles are assumed to be gap fed at the center. Using the Poisson summation 
formula, it is possible to express the overall array current as a sum of spectral current 
sheets. The field due to each current sheet in the presence of a grating can be found 
using the grating analysis discussed earlier. When the boundary condition on the dipole 
is enforced using Galerkin testing the following system of equations results. 

Nd 

9=1 

(17) 

vp = / /        — E,- • Jp dS, 
J   ./Dipole 

(18) 

S,p? 

i          co         oo                                       oo                             2lTLl 
^    E [Cq(kxr,kys)   £   C;(KT + -^-,kys)k'-eß(kxr,kys;iP)]. 
"■" s=-oor=-<»                              /j=-oo 

(19) 

where, 
27IT                 _              2-KS 

kxr — kxo +      ,    i         kys — Ky0 +            ■ (20) 

The complete set of linear equations (17) can be solved for the unknown coefficients 
6,'s, using (pq and vp expressions of (19,18). Once the coefficients 6,'s are known, the 

dipole impedance is found as 

:-1/(EÜ' ^ 

3    Results and Discussion 

3.1     The Cross-Polarization Level 

Fig.2 shows the cross-polarization characteristics of a dipole array integrated with a 
strip grating, as a function of the scan angle, 0, in the D-plane (</> = 45°.) The grating is 
integrated close to the antenna (H = 0.) The corresponding result without the grating 
layer is also presented together for comparison. Clearly, significant improvement in the 
cross-polarization level has been achieved in Fig.2 due to the use of the grating. The 
cross-polarization level with the grating is -40dB or better over the entire scan plane, 
which can be improved further by proper design of the grating. 

Interestingly, the situation can be quite different in Fig.3, where the grating is 
placed sufficiently above the antenna (H = 55 mm), all other dimensions remaining the 
same as before. The sharp increase of the cross-polarization level in Fig.3 at 9 = 31.2° 
is due to a resonant condition established between the grating layer and the antenna 
ground plane. The cross-polar component (with respect to the grating) of the radiated 
antenna field is almost totally reflected from the grating layer, and then experiences 
multiple reflections between the grating and the antenna ground plane. This results in 
producing strong cross-polar fields between the two planes (0 < z < (H + hx + h2)) for 
the resonant scan angle, 6C, given approximately for thin substrates by: 

nX0 . 
arccos 

k2(tf+ />i + Ä2) 
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Fig.3 Spikes in the cross-polarization level due to grating resonance, when the grating 
is spaced above the antenna. Frequency 3 GHz; array unit cell: A = 35 mm, B = 35 
mm; dipole parameters: a = 31 mm, 6=1 mm, 0 = 0°; substrate parameters: hi = 1.6 
mm, H = 55 mm, /&2 = 1.6 mm, en = 2.2, er2 = 2.2; grating parameters: D = 2.5 mm, 
w = 1.0 mm; 

80- 111 111111 11111 ■ 11 11111111 1111111111 

Fig.4 The level of cross-polarization suppression in the broadside scanning for different 
grating parameters. The dipoles are intentionally misoriented 5° in order to introduce 
cross-polarization in the broadside direction. Frequency 3 GHz; array unit cell: A = 35 
mm, B = 35 mm; dipole parameters: a = 30.55 mm, 6=1 mm, ip = 5°; substrate 
parameters: hx = 1.6 mm, H = 0, h2 = 1.6 mm, en = 2.2, er2 = 2.2. 
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where n is an integer number for the order of the resonance. A small fraction of 
this strong cross-polar cavity field always escapes through the non-zero gap, (D - w), 
between the grating strips to the external (z > H + h + h2) radiation. As a result, a 
strong spike is seen in the cross-polar pattern of Fig.3. The angle of the single spike 
(n = 1) in Fig.3 agrees well with the theoretical calculation of 30.8 degrees using (22.) 
It should be clear from (22), that this resonance effect can be avoided by designing the 
separation, H, less than A0/2. Further, as predicted from (22), due to the higher order 
resonance conditions more than one spike will occur in the cross-polar pattern when H 

is larger than about A0. 

Fig.4 shows the design data relating the printed grating parameters to the level of 
cross-polarization suppression that can be achieved. These results have been computed 
for the case when the grating is integrated close to the antenna {H = 0), only for the 
broadside scan. The dipole elements have been misoriented by about 5° {ij> = 5°) with 
respect to the grating in order to deliberately introduce a cross-polar component. This 
is to emulate the cross-polar radiation from other circuit elements (the feed circuits, for 
example.) The design data of Fig.4 are also generally valid for gratings spaced above 
(H ^ 0) the antenna, except at the resonance angle, 6C given by (22.) As expected, 
better suppression of the cross-polar radiation can be achieved by using smaller D 
and/or larger w, because less space is available between the strips for the cross-polar 
field to escape through. About 20dB suppression can be easily obtained using a crude 
grating with fairly widely spaced strips, whereas more than 40dB suppression can be 
achieved from grating designs with narrow strip spacings. 

3.2 Impedance Characteristics 

Fig.5 shows the resonant frequency, fr, resonant radiation resistance, i?r, and the Q- 
factor of a printed dipole array integrated with a strip grating on top (H = 0), as a 
function of the separation, h2, between the antenna and the grating layers. For these 
results, the grating strips are oriented perpendicular to the dipoles, as desirable. In 
this orientation, if the grating is spaced sufficiently above the antenna (large H,) it will 
significantly affect the cross-polarization characteristics but not the impedance charac- 
teristics of the antenna. However, when the grating is integrated close to the antenna 
(H - 0), in addition to the polarization properties the impedance characteristics of 
the antenna can also be significantly affected. This loading effect for H = 0 is clearly 
seen in Fig.5, which is a result of the strong coupling between the evanescent fields of 
the antenna and the grating. Notice in Fig.5, in the limit when h2 = 0 the resonant 
resistance of the dipole array tends to zero. This indicates the undesirable situation of 
having zero or negligible radiation if the grating is integrated too close to the antenna 
layer. Equivalently, the radiation bandwidth should be zero in this limiting situation, 
or the Q-factor is infinite, which is consistent with the results of Fig.5. In addition, the 
resonant frequency of the antenna in Fig.5 is also significantly reduced, or equivalently 
the resonant length is increased, due to the reactive loading effect. 

3.3 Scan Characteristics 

Fig.6 shows the scan characteristics of an infinite array of printed dipoles covered with 
a grating layer, when tp = 0 and the grating is spaced far above (large H) the antenna 
layer.    The corresponding scan characteristics of the array without the grating are 
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Fig.5 Dependence of resonant frequency, fT, resonant radiation resistance, Rr, and 
quality factor, Q, on the distance, h2 + H = h2, between the grating and the array. 
Array unit cell: A = 35 mm, B = 35 mm; dipole parameters: a — 25 mm, 6 = 2 
mm, tp = 0°; substrate parameters: hi = 1.6 mm, H = 0, er, = 2.2, er2 = 2.2; grating 
parameters: D — 2.5 mm, w = 1.0 mm. 
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Fig.6 E-, H- and D-plane scan performance when grating is placed far from the an- 
tenna, showing resonance spikes due to a higher order parallel-plate-type mode and a 
grating mode. Frequency 3 GHz; array unit cell: A = 62.5 mm, B = 62.5 mm; dipole 
parameters: a — 37 mm, 6=1 mm, ip = 0°; substrate parameters: hi = 1.6 mm, 
H = 55 mm, h2 = 1.6 mm, en = 2.2, er2 = 2.2; grating parameters: D — 2.5 mm, 
w = 1.0 mm. 
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also shown for comparison. The grating introduces undesired scan-resonance effects 
(also called the scan-blindness effects [3]) in Fig.6 over narrow range of angles. With 
reference to the reduced spectral-plane diagram of Fig.7, each resonance angle in Fig.6 
can be identified with a specific type of singularity (surface-wave, grating-mode, or 
higher-order parallel-plate type mode,) and is produced when one of the Floquet modes 
in Fig.7 encounters the particular singularity when scanned along a given plane. As 
discussed in previous sections, we know that a grating does not noticeably affect the 
impedance characteristics of the array, when placed sufficiently far away above the 
antenna. Interestingly, however, under the same above condition the grating in Fig.6 
is seen to exhibit significant effects on the scan characteristics. 

In contrast to Fig.6, Fig.8 shows the scan performance of the dipole array when 
the grating is integrated directly on top (H = 0) of the array. As can be seen, the E- 
plane scan performance remains almost unaffected due to the introduction of the grating 
strips. This is not the case for the H- or D-plane scanning, where the scan characteristics 
with the grating are significantly different from that without the grating over the entire 
scan plane, not just over narrow angles. This is due to the strong interaction, and the 
resulting loading effect, between the evanescent fields of the antenna and the grating in 
close proximity of each other. Due to varying order of coupling between the antenna and 
the grating strips, the loading is strongest in the #-plane (<f> = 90°), and the weakest in 
the E-plane (<j> = 0°). Further, scan resonance effects similar to that in Fig.6 are also 
seen in the D-plane scanning of Fig.8. However, these resonance angles occur when the 
array characteristics are already dominated by the loading effects, making them less 

meaninglful from practical considerations. 

The scan resonance and loading effects demonstrated by Figs.(6,8) can be avoided 
by careful design. First, the resonance due to the higher order parallel-plate type mode 
can be eliminated by designing the spacing, H, between the antenna and the grating 
sufficiently less than A0/2. This type of scan resonance problems are absent for the 
designs when the grating strips are integrated on top of the antenna (H = 0). The 
scan resonance problems due to the grating mode effects can be solved by sufficiently 
reducing the /f-plane spacing of the array, B, such that none of the Floquet modes in 
Fig.7 can reach the grating mode locus. The scan loading effect seen when H = 0 can 
also be minimized by reducing the #-plane spacing of the array. For demonstration, 
in Fig.9 we show the E-, H- and D-plane scan characteristics of an array design with 
0.35Ao x 0.35A0 spacing, showing no scan resonance problems. The results for the 
array without the grating layer are also shown for comparison. It is seen that the 
scan performance with the grating is no worse than the scan performance without the 
grating. Due to the complex nature of the pole locus of the grating mode, one needs to 
carefully consider the specific spacing requirements on a case-by-case basis. The basic 
characteristics of the various pole loci we have discussed, together with the Floquet 
mode diagram similar to Fig.7, can be effectively used for design understanding. 

4     Conclusions 

A rigorous analysis of a new type of printed antenna configuration with the integrated 
strip gratings is presented. Our results demonstrate that such designs can be success- 
fully used in order to achieve low or ultralow cross-polar radiation. A set of design 
data for the antenna impedance, bandwidth, resonant frequency, and polarization level 
are provided for selected antenna parameters. A successful design must account for the 
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Fig.7 A Floquet mode diagram, drawn to scale for the specific parameters of Fig.6, 
showing the values of all critical scan-resonance angles. These angles can be identified 
with the respective resonance locations of Fig.6. 

1.0- 1""" MI1IMI  illinium 11111 JI1IIIHJ 

; // 
- 
- HI V H 

0.8- ' ■ j~.—— 
/I    i . 

/ /    i ; 
/ i     , : 

/  / 
E-PLANE(0 = 0°) /     /E     ' . 

0.6: D-PLANE(* = 45°) /       /           ' - 
■ H-PLANE(<* = 90°) 

'    /      I ri \ / // 

'           /'                 1 ~_ 
0.4^ /       / /                 ' ; 

/      / '                   1 : 
//■£---.          / - 

0.2-1 : 

: 
6/& 

_   _   _   —WITHOUT GRATINGt 
fiillWTmiii|iMH 

( 3             15 30           45 6( 3           75           <5 0 
9 (in degree) 

Fig.8 E-, H- and D-plane scan performance when grating is placed close to the antenna, 
showing the significant loading effect due to the grating. Frequency 3 GHz, A = 50 
mm, B = 50 mm, a = 30.35 mm, 6=1 mm, hi — 1.6 mm, H — 0, h2 = 1.6 mm, 
eT1 = 2.2, er2 = 2.2, D = 2.5 mm, w = 1.0 mm, V> = 0°. 
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Fig.9 An example of a practical design with the grating layer integrated directly on top 
of the antenna, where the potential scan blindnesses due to the grating and surface- 
wave singularities, as well as the strong loading effect due to the grating layer have 
been avoided. Frequency 3 GHz; array unit cell: A = 35 mm, B — 35 mm; dipole 
parameters: a = 31 mm, 6=1 mm, ip = 0°; substrate parameters: hx — 1.6 mm, 
H = 0, h2 = 1.6 mm, eri = 2.2, eT2 - 2.2; grating parameters: D = 2.5 mm, w = 1.0 
mm; array scanning: cj> = 0° (E-plane), <j> = 45° (D-plane), and <j> = 90° (H-plane). 
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detrimental loading and resonance effects due to the grating layer. The coupling to the 
grating strips can have critical effects on the impedance, polarization, as well as the 
scan characteristics of the antenna. A fundamental understanding of the guided-wave 
effects in the multilayer grating structure is essential in order to help predict and avoid 
the possible resonance conditions. 
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INTRODUCTION 

The dual band microstrip arrays are of a particular interest in the satellite 
communication systems. Depending on the system, the upload/download channels can be 
quite apart, relatively to the typical bandwidth of a single patch antenna. Stacked patches 
can be used, however the achievable separation between the bands is still limited, if only 
one feeding point is to be used. 

The new microstrip element proposed in this paper seems to overcome the above 
mentioned limitations. It consists of a rectangular patch, in which a slot was performed. 
The basic idea is that the patch resonates at the lower band and the slot resonates at the 
higher band. In the particular case described here, the patch and the feeding network are 
suspended over the ground-plane and thus the feeding network is based on purely TEM 
transmission lines . This eliminates the dispersion usually associated with microstrip lines 
which could hamper the performance of the dual band circuit. 

In the past, slots were used on a patch for reducing the size of the patch. The size of the 
slot was determined so that the required (within limitations) reduction in size was achieved. 
Here the slot length is designed to be A/2 at the higher frequency and the ground-to-patch 
separation is designed to be XIA at the higher frequency. At the lower band, since the slot is 
significantly under resonance, the patch radiation is dominant. At the higher band though, 
the radiation mechanisms are not ideally separated since the patch radiation could be quite 
significant, especially when the higher frequency is close to a higher mode resonance of the 
patch. 
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A variety of radiating elements based on the above mentioned principle were developed 
and successfully integrated in arrays for wireless communication applications. 

THE 3D SUSPENDED MICROSTRIP CONCEPT 

The dielectric losses associated with the microstrip arrays, are one of the factors which 
set the achievable gain limits of this type of antennas. An excellent study of these losses is 
given in [1-3]. In [3], also the losses associated with the feed network radiation and surface 
waves are incorporated in the overall efficiency computations. The implications of the 
dielectric presence, which are the very essence of the microstrip antennas for almost 50 
years, were extensively treated in the literature. 
In this paper, a new type of microstrip antenna is proposed. It consists of a circuit which 
includes only the metalization part of the 'printed circuit' which is suspended over the 
ground-plane. Some work was done in the past with suspended microstrip small planar 
arrays, usually supported by foam [4], however the technique described in this paper deals 
with a new class of microstrip antennas which as will be shown opens new possibilities in 
the design approach as well as types of applications. This new approach presents a number 
of advantages over the classical printed microstrip arrays or any other types of planar 
suspended microstrip: 

a. it allows the use of three-dimensional transitions, from one level to another, so that the 
width of the lines can be controlled by changing the spacing between the line and the 
ground-plane; that also has an impact on the feed network radiation, and the coupling 
between the feed network and the radiating elements. 

b. the feed network is purely TEM so there is no dispersion and no surface waves. 
c. it supports greater changes in temperature, since there is no dielectric (with a 

temperature expansion coefficient different from that of the copper). 
d. the efficiency is considerably higher, since there are no dielectric losses and no surface 

wave losses. 
e. in some cases, the fabrication cost is lower than that of the conventional type. 
f. can handle power levels (especially CW) significantly higher. 
g. it allows for matching techniques 'inspired' by those used in the waveguide 

technologies. 

Figure 1, shows the difference in the layouts of two patch sub-arrays: 

a. a planar array where the whole circuit is 200 mils above the ground-plane. 
b. a non-planar array where only the radiating elements are 200 mils above the ground- 

plane and the feeding network is only 100 mils above the ground-plane. The 
connection between the radiating elements and the feeding network is achieved through 
Three Dimensional Transitions. 

The reduction in the size of the feeding network is evident. A smaller feeding network 
provides more space for the radiating elements (less grating lobes), radiates less and has 
less mutual coupling. Finally, the use of the three dimensional transition for the radiating 
element or the array feeding network allows for new degrees of freedom in the design: 
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a. the control of the feeding transmission line width. In the classical printed circuit type 
of microstrip antennas, the input impedance of the patch might be very high (or low) 
involving a very narrow (or wide) feeding line. Here, as shown in Figure 1, the width 
of the feeding line can change very rapidly and brought to a comfortable size by having 
it suspended at the appropriate height above the ground-plane. 

b. the design of patches that are separated from the ground-plane by up to a tenth of a 
wavelength. In some applications, the bandwidth obtained with a such a patch would 
eliminate the need for a parasitic element. This kind of patches have a very high input 
impedance and using the classical approach (dielectric substrates) they are very hard to 
match. Again, this can be achieved with a Three Dimensional Transition which in some 
cases can be even perpendicular to the ground-plane. 

Zln=200Q 

Zo=100 Q 
W=325 mil 

ZT1=141Q 
W=155 mil 

ZT2=70.7Ü 
W=588 mil 

Planar Sub-Array; d=200 mil 

Z=200Q 

Zo=100 Q 
W=163 mil 

ZTi=14lQ 
W=155 mil 
d!=200 mil 

Z„=141Q 
W=78 mil 
d,=100 mil 

^=70.70 
W=294 mil 
d2=100 mil 

Non-Planar Sub-Array; di=200 mil, d2=100 mil 

Figure 1. Two microstrip sub-arrays. 
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THE MECHANICAL SUPPORT 

Since there is no dielectric substrate or foam for support, the mechanical rigidity of the 
circuit is achieved through supporting posts which connect the center of the patch with the 
ground-plane. The supporting posts should be non-metallic for a number of reasons: 

a. it would be very difficult to achieve good electrical contact between the post, the patch 
and the ground-plane. 

b. it allows to use different metals for the circuit and the ground-plane. The bi-metal 
effect would have a negative impact on the circuit performance. 

The effect of the perturbation by the post to the patch characteristics was calculated and 
found negligible when the ratio between the post diameter and the smaller dimension of the 
patch is less than 10%. The results of these calculations for a 2"x2" patch are shown in 
Figure 2. The patch is 250 mils above ground-plane, and the diameter of the post is 100 
mils. Four cases were investigated: 

a. the patch fed by a microstrip line. 
b. the patch fed by a probe. 
c. same as Case a., only the patch has an circular aperture in the center with a diameter of 

100 mils 
d. the patch is supported by a metallic post grounded at the other end. In both Case c. and 

d. the patch is fed by a microstrip line. 
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Figure 2. The impact of the supporting post on the patch performance. 
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THE DUAL-BAND SUSPENDEND PATCH 

A number of different patch configurations were built and tested. Among them, the dual- 
band patch is of some interest for reasons mentioned above. The patch, shown in Figure 3 
has a very high self impedance (about 500Q) and was matched using a 3D transition. The 
measured return loss and its radiation patterns are shown in Figures 4 and 5 respectively. 

Dual-Band Suspended Patch 

microstrip feed followed by: 
3D Transition 

"air box" 

ground-plane 

Figure 3. The geometry of the dual-band suspended patch. 
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Figure 4. The return loss for the patch shown in Figure 3. 
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Frequency 2.45 GHz "a,u - '-" u™ Frequency 5.78 GHz 

Figure 5. The radiation patterns of the dual-band suspended patch. 

CONCLUSION 

A new type of a dual-band microstrip patch was presented. The technology associated with 
it introduces a number of new degrees of freedom in the design and, in certain cases, allows 
a considerable reduce in the fabrication cost. 
The author would like to thank Dr. Jian Zhang from Zeland Software Inc. for permitting 
the use of IE3D package in the analysis of the different configurations. 
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ABSTRACT 

Two methods are presented which yield radiation patterns for the dielectric wedge an- 
tenna fed by a dielectric slab waveguide of the same material. The first method of solution 
models the wedge as a sequence of step discontinuities and tracks forward and backward par- 
tial wave fields, expressed as modal expansions. The second method of solution uses a local 
mode theory together with the Schelkunoff equivalence principle. Both methods yield end- 
fire radiation patterns for the dielectric slab/wedge antenna that are in excellent agreement 
over the important forward angular range from endfire to broadside. Radiation patterns are 
obtained for different dielectric constants and antenna lengths. The local mode method is 
seen to provide a computationally efficient and accurate method to study tapered dielectric 
antennas. 

1. INTRODUCTION 

Current interest in tapered dielectric antennas stems from the capability to integrate 
such antennas with dielectric waveguides for use in millimeter wave and integrated optical 
devices.1_4 The structure under discussion is the dielectric slab waveguide feeding a dielec- 
tric wedge antenna of the same material (see Fig. 1). A fundamental even TE or TM surface 
wave mode of the dielectric slab waveguide is assumed to be incident on the dielectric wedge 
antenna. Rigorous theories, such as coupled-mode theory, can be used to find the fields. >" 
However, these formulations are mathematically very complicated and have not yielded useful 
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solutions. Recently, two approximate approaches have been developed which have yielded 
highly accurate results for the radiation patterns of this integrated structure.7-1 ° The first 
method, referred to as the mode matching method, is discussed in Section 2. In this method, 
the tapered region is approximated by a sequence of uniform slab segments of decreasing 
cross-sections. The analysis used is a modified version of the step-transition method that was 
first introduced by Marcuse11'12 and improved upon by Suchoski, Jr. and Ramaswamy, 
both of whom used the approach to study the effect of a continuous transition between dielec- 
tric slab waveguides of different cross-sections. This approach applies orthogonality relations 
to obtain a linear system of equations at each step discontinuity that is repeatable and numer- 
ically solved very efficiently. The second method, referred to as the local mode method, is 
discussed in Section 3. This approach uses a local mode theory together with the Schelkunoff 
equivalence principle to obtain the radiation pattern of the slab-wedge structure. The field 
expressions obtained using this method are much simpler since they are more analytical and 
require essentially only numerically evaluating an integral. Both methods yield very simi- 
lar results and show that the radiation pattern is endfire with no minor lobes appearing in 
the forward angular range in the TE-case and very low sidelobes in the TM-case. Sidelobes, 
however, appear in experimentally determined radiation patterns of dielectric antennas fed by 
metal guides and, therefore, are due to scattering from the termination of the metal waveguide 
rather than from the dielectric antenna itself. In the following discussions of the two meth- 
ods of solution only the TE-case will be presented since the TM-case is very similar. Data, 
however, will be presented for the two polarizations. 

2. THE MODE-MATCHING METHOD - TE CASE 

The dielectric slab waveguide feeding the dielectric wedge antenna is depicted in Fig. 1. 
Fig. 2 shows the staircase approximation of the wedge antenna. The fundamental even TE 
surface wave mode of the infinite slab waveguide of thickness 2 A is assumed to be incident 
from z = -co and to excite the wedge antenna. A time dependance of exp(ju>t) is assumed 
and suppressed. Geometry and excitation dictate that the field components are independent 
of "y" and are TE everywhere. The field components are Eyi, Hxi and Hzi. The subscript 
"z" denotes the region of space where the field exists; i.e.,i = 1 means the region z < 0 
that is occupied by the semi-infinite dielectric slab of thickness 2 A, while i = 2,3,..., M 
identifies regions occupied by slab segments of thickness 2 A and equal lengths Az» = Az, 
where A > A+i > Avf = 0. Fig. 2 illustrates the staircase construction for M = 5. 

In each region "i", the field components are represented as a superposition of both the 
finite discrete spectrum of surface wave modes and the infinite continuous spectrum of the 
radiation modes of the infinite dielectric slab of thickness 2A-12 The thickness A is chosen 
such that only the fundamental surface wave mode is above cutoff frequency. Since this mode 
does not experience cutoff, it can propagate along very thin slab waveguides. Hence, the 
transverse field components in region "z" are expressed as 

/»oo 

Eyi = Vi(z)<S>i(x) +        Vi(z,u)$i{x,u)du (la) 
Jo 

poo 

Hxi = ii(z)$i(x) + /    ii(z,u)$i(x,u)du, (lb) 
Jo 

no 
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with expansion coefficients given by 

vt{z) = Ate-**'+ But*' (1c) 

vt{z,u) = M*)e~mu)'+ Bii")^' (ld> 

. .       1 dvAz) ./     N       1 dvi(z,u) n, 

1/2 
In (1), the surface wave mode corresponds to # real in the range k0 < |#| < k0er . 

The associate mode function is given by 

^^ = {ciCos(kxix) , \x\<D< {2) 

with 

G-fTl^-nY78' kxi={erkt-0fY'\ ^ = (/a?-«S)1/a, (2a) 

and dispersion and orthonormality relations, respectively, 
/oo 

$mi(a;)$„i(a;)da; = 6mn. (2b) 
■OO 

Assuming the incident power to be unity gives Ax = <J^. For the fundamental surface 
wave mode, the integer n = 0 is suppressed in the above equations. 6mn is the Kronecker delta 
function. k0 and rj0 are the free space wavenumber and intrinsic impedance, respectively. 

The propagating radiation modes correspond to ß(u) real in the range 0 < \ß(u)\ < k0 

and evanescent radiation modes occur when ß(u) = -j\ß(u)\ for 0 < \ß{u)\ < oo. The 
radiation mode functions are given by 

f C(u) [cos(«A) cos{u(\x\ - A)) - z sm(«A) sin(u(|i| - A))] , 
$i(x,v)={ A<NI<oo (3) 

[ C(u) cos{vx), \x\ < A 

with 

G(u)=g[cos2(«A) + (^)2sin2(«A)])~1/2 Pa) 

s2 2M/2 OI   s f (kl-™2)112, 0<U<k0 „M 
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and orthonormality relation 

/>oo 

/    $i(x,u)$i(x,u')dx = 6(u — «'). 
Jo 

(3c) 

6(u - v!) is the Dirac delta function. Surface wave and radiation modes are mutually orthog- 
onal, i.e., 

/oo 

<&ni{x)$i(x,u)dx = 0. 
■oo 

The longitudinal field component Hzi follows from Maxwell's equations. 

(4) 

£o, HO 

2D, 

£o£r> Ho 

z = 0 

Eo.Ho 

Figure 1. Dielectric slab waveguide feeding the dielectric wedge antenna of the same material. 
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Figure 2. Staircase approximation of the dielectric wedge antenna. 
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Figure 3. W&ve progressions in the forward and backward directions. 
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Instead of applying boundary conditions to the total transverse field components in each 
region i,i = l,2,...,M, and solving for all the unknown fields in each region simultaneously, 
it is more convenient to first find "partial" field solutions and then to construct the total field 
solution in each region as a superposition of both forward (+z) traveling and backward (—z) 
traveling partial fields. A partial wave field is one that is established due to scattering at a sin- 
gle step discontinuity while neglecting the effects of scattering at subsequent step discontinu- 
ities. The construction of partial wave field solutions is illustrated in Fig.1 3 for four slab seg- 
ments. When a +z propagating incident surface wave mode of amplitude A^ first scatters at 
the step discontinuity located in the interface plane Bi, transmitted and reflected surface wave 

modes {T(
1
A[

1
, Y^A{

1
 ) as well as transmitted and reflected radiation modes (r/1(u)yl{1, 

T[
1
(U)A[

1
, 0 < u < oo) are established. All backscattered fields due to step discontinuities 

at Bi, i = 2,3,4, are momentarily neglected. Application of the boundary conditions of conti- 
nuity of the tangential electric and magnetic fields at Bx yield a system of equations which are 
then solved using a modified version of the procedure in [13]. Waves scattered in the forward 
direction that reach B2 now involve both a single surface wave mode (A2 = T{ 

1A{1e~:>P2Az) 
and the spectrum of radiation modes {A£{U) = T{1(u)A{1e~jl3'2^Az,0 < u < oo). These 

are scattered into transmitted and reflected surface wave modes (r/1^1, T^A^1) as well 

as transmitted and reflected radiation modes (T^^A^
1
, ^(U)^

1
, 0 < u < oo J. Again, 

waves backscattered from step discontinuities at B3 and ß4 are momentarily neglected. This 
process is repeated at each subsequent step discontinuity for waves traveling in the forward 
(+z) direction; the superscript /l is used to designate the first forward progression of energy 
toward the tip. At the terminus (shown as BA in Fig. 3) waves traveling in the backward (—z) 
direction are established which now proceed toward the base of the wedge antenna. At B$ 
in Fig. 3, the backward incident and scattered partial wave constituents are denoted by S. 
Boundary conditions of continuity of the tangential electric and magnetic field components 
at £3 are then used to find the linear system of equations which is solved to find the expan- 
sion coefficients for the backward transmitted and reflected surface waves (T", T") and for 
the backward transmitted and reflected radiation modes {rf-{u), V§-{u), 0 < u < 00). The 
superscript 61 denotes the first backward going progression of energy toward the base of the 
wedge antenna. At B2 in Fig. 3, incident backward traveling partial wave fields are taken 
to consist of two contributions; the first consists of the backscattered partial fields labeled R, 
that were neglected at B2 but were generated in the scattering event which occurred during 
the first forward progression; the second consists of the scattered fields progressing in the —z 
direction established at the scatter event labeled S. Hence, the backward traveling incident 
partial wave field that reach the step discontinuity in the plane B2 have amplitudes given by 
Bf = (Tf^.+ r^V^'andB^u) = (r3

61(w)B3
w + rfWif)^«42. In this 

manner, no partial fields are neglected in the final superposition of partial fields and progres- 
sion in the forward and backward directions can be done as many times as is needed to achieve 
the desired degree of accuracy. Two forward and one backward progression were found to be 
sufficient to approximate the total field. Hence, the total electric field in region 5 and 1 of 
Fig. 2 are given by 

Elt'^Eil + Ell    z>L 

1For convenience, the superscripts /l and 61 which are defined later are suppressed in Fig. 3. 
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Eff* ei E$ + E%\,    z<0. 

These fields are used to find the directive gain of the antenna. 
As noted above, the unknown reflection and transmission coefficients at each step dis- 

continuity are found by following a modified version of the procedure discussed in [13]. The 
modified procedure involves (1) using the modal representation of the partial field compo- 
nents to the left and to the right of a step discontinuity, (2) introducing normalized parameters, 
(3) applying the boundary conditions of continuity of the tangential electric and magnetic field 
components at each step discontinuity, (4) using mode orthogonality to obtain a simpler sys- 
tem of equations to solve, (5) truncating the infinite continuous spectrum such that evanescent 
modes are included,2 (6) discretizing using Simpson's one-third rule and (7) correctly eval- 
uating the double integrals over all u and all x, being careful not to interchange the order of 
integration unless permitted to do so. Thus at each step discontinuity and for the first forward 
progression, a linear system of equations is obtained for the unknown expansion coefficients 
T/\ r{\ T/VJ-), T^iuj), j = 1,2,..., N, with the exception of rf(fc0); the method does not 
yield values for r/^O), rf J(0) and rf^fcn) and gives zero for r/1 (fco) which is non-physical. 
As mentioned before, [13] only applied their procedure to transitions between guides of dif- 
ferent sizes whereas we have devised a scheme for handling the dielectric wedge. 

THE LOCAL MODE METHOD - TE CASE 

This method involves using a local mode theory with the Schelkunoff equivalence princi- 
ple to determine the radiation pattern of the dielectric slab waveguide/wedge antenna depicted 
in Fig. 1. This is the same problem that is treated in Section 2 by using the mode-matching 
method. As in Section 2, the thickness of the dielectric slab waveguide is taken to support only 
the fundamental even TE surface wave mode. This mode is assumed to be incident in the +z 
direction from z = -co and to feed the dielectric wedge antenna. Utilizing the Schelkunoff 
equivalence principle, the radiation pattern of the antenna is derived from the polarization cur- 
rent in the dielectric region of the antenna structure. In other words, the polarization current in 
each volume element of the wedge and slab is regarded as a local Hertzian dipole moment, and 
the radiation pattern of the overall antenna is obtained by vector addition of the contributions 
of these individual radiating elements. For later use we note that the equivalence principle 
implies that the polarization current density is frozen in place while the dielectric material is 
removed so that each current element is radiating under free space conditions. If the polar- 
ization current density ju>Py(x, z)y is known exactly, the expression for the radiation pattern 
calculated in this way would be rigorous. In the present case, we are interested in a simple 
but acceptably accurate approximation, and Py(x, z) is determined using the "local mode" 
theory. This theory applies in the case of slender wedges of small apex angle and assumes 
that the polarization current density in the slab waveguide is associated with the unperturbed 
incident surface wave. If the slope of the boundary surfaces of the wedge is small, it can be 
expected that little energy will be reflected or scattered back towards the feed guide. Thus, 
using (1) and (2), the polarization current density in the slab waveguide is approximated by: 

2 In the numerical evaluation, the infinite continuous spectrum is truncated at u = «max such that uj = jAu, 
j = 1,2 JV, with uN = umax > k0 so as to include evanescent modes if needed. 
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ju)Py(x,z)   =   jue0(er-l)Ey(x,z) (5) 

=   jue0(er - l)A1 (      Gxl      )1'2 cos(kxlx)e-^, \x\ < Du z < 0. 
1 + axiDi 

The propagation constant ßi and the lateral wavenumbers kxi, axl are determined by the dis- 
persion relation via (2a) and (2b) with D = D1. The local mode theory assumes, further- 
more, that the incident surface wave continues into the wedge section in the sense that the 
cross sectional field distribution of the wedge field in any plane z = constant is that of the 
fundamental surface wave mode of a uniform guide having the local width 2D = 2D(z) of 
the wedge, while the complex amplitude of this mode is governed by phase accumulation and 
power conservation. In other words, as the mode travels down the wedge, phase increments 
are assumed to add while the total power transmitted through any z-plane is a constant inde- 
pendent of z. With (1) and (2), this results in the following expression for the polarization 
current density in the wedge: 

juPy(x,z)   =   jue0(er-l)Ey(x,z) 

\x\ <D{z),0<z<L, (6) 

where ß, kx and ax are functions of z as determined by the dispersion relation via (2a) and 
(2b). 

From (6), the calculation of the contribution of the dielectric wedge to the field strength 
radiation pattern is straight forward. One obtains 

Rw{B) = klj\^)e^'^W'-^^ |sin^(,0+sin^(,0|^    (?) 

with 

Q(z) 

u = k0sm6,        w± =u±kx(z), (7a) 

ßi      l + axlD1    a^z)11'2 

ß{z)l + ax(z)D(z)  axl 
(7b) 

The radiation angle 6 is counted from the positive z-axis; see Fig. 1. 
Calculation of the contribution to the radiated pattern of the slab waveguide is more of 

a problem since the slab extends to z = -co, and the asymptotic evaluation of the pattern 
integral, for k0r —> oo, requires special care. The problem can be avoided by taking the 
approach indicated in Fig. 4. In the plane z = 0 - e (termination plane of the slab), we 
introduce planar electric and magnetic current distributions, Jsy and Msx, which are chosen 
such that they terminate the incident surface wave of the slab, reducing it to zero in the space 
range z > 0. Recall that in the local mode approximation, the incident surface wave is the 
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JSy{x) = -Hx(x,0) 

only field present in the slab waveguide. With (1) and (2), we have 

-Ä>MiÄ)1/2cos(ki*), N<A 
D)

1/2cos(kxiDl)e-
a'^x\-D^, \x\ >DX 

and 

^-J^cos^ia;), \x\<Di 

i£,-)1/2C0S(fea:1£)1)e-«»i(la!l--Di)) |x| >£>!■ 
Mra(a;) = -^„(x,0) 

r —^-^(^-^ 
J W/J0       1V 1+öxl. 

v     w/io     1\l+aIiI 

=   J        ^Hl+axiZ 
I _yd   f     a*l 

(8) 

(9) 

We compensate these fictitious current densities by assuming negative planar current distrib- 
utions, - Jsy and —M,x, in the plane z = 0 + e (base plane of the wedge). The problem may 
now be separated into two parts: the semi-infinite region terminated in the fictitious planar 
current density, shown on the left side of Fig. 4(b), and the wedge section with the negative 
fictitious current densities in its base plane on the right side.3 

E' +E",Hi+H' E' + E",H' +H" 

(a) 

H' +H" 

Figure 4. Equivalent current distributions; the shaded areas indicate the presence in free space of polarization 

current density, which replaces the dielectric material; the field 2?, IT is the incident surface wave mode de- 

termined from local mode theory while the field ~ER, HR is the radiated field due to the polarization current 
density; the overbar means a vector quantity. 

3Since the use of the equivalence principle implies that the dielectric material of the slab and wedge is removed 
(while the polarization currents stay in place as sources radiating in free space), the two sections of the antenna 
can be separated without affecting their individual radiation patterns. 
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The terminated slab region does not contribute to the radiation pattern. Its field is zero 
in the half space z > 0 and decreases exponentially with \x\ in the half space z < 0. Hence 
all radiation is provided by the structure on the right side of Fig. 4(b), which also means that 
the negative current distributions, — Jsy and — Msx, in the base plane of the wedge produce 
a radiation pattern equal to that produced by the polarization current density occupied by the 
semi-infinite slab region. Since these surface current distributions decrease exponentially with 
| a; |, they are, in effect, restricted to a finite region of the plane z = 0 and the asymptotic form 
of their radiation field is easy to calculate, leading to the following closed form expression for 
the contribution of the semi-infinite dielectric slab waveguide to the field strength radiation 
pattern 

RG{9) ~        jkl 

ßi — ko cos 9 
sin(u + kxi)Di     sin(u — kx\)D\ 

u + kxi u — kxi 
(10) 

The total radiation pattern of the slab waveguide/wedge antenna is obtained by addition of 
Rw and RQ, and the power pattern of the antenna takes the form 

2TrpSav _    n\Rw(9)+RG(9)\2 

Prod        £ \RW(9) + RG(9)\2d9' 
G

D{9) = —5 =  r7r,„   ,ns ,   „  ,„M2 ,„• U1) 

The pattern (11) is normalized such that its value for the end-fire direction (main beam direc- 
tion 9 — 0°) is the directivity gain of the antenna. 

The local mode polarization current densities (5) and (6) are expected to be good ap- 
proximations for narrow, slowly varying dielectric wedges, except near the tip. In this region, 
use of the local mode field yields polarization current that is highly inaccurate. However, 
only small errors in the far field are introduced because near the tip most of the field energy 
lies outside the dielectric wedge and the wedge cross-section is very small. Justification 
for using the local mode field also follows from the fact that the local mode solution is the 
zero order solution to the four coupled integral differential equations that constitute a rigorous 
formulation of the dielectric wedge problem using the full wave theory. *u 

NUMERICAL RESULTS 

The mode matching method, in principle, yields a rigorous determination of the radia- 
tion from the wedge provided that as more Az* slab segments are used in the staircase, the 
resultant radiation pattern converges. This requires that the field solution that is obtained at a 
single step discontinuity be sufficiently accurate. Hence, extensive comparisons were made 
with published data for scattering at a single step discontinuity, particularly, in the TE-case 
since published data is readily available for this polarization, but is very limited for the TM- 
case.6-10 One such comparison is depicted in Fig. 5, which shows that the mode matching 
method presented here agrees with results for the radiation pattern at a single step discontinu- 
ity for the TE polarization case that were obtained using a Ritz-Galerkin variational procedure 
performed by T Rozzi1" and a finite element-boundary element approach used by Hirayama 
and Koshiba.1' Reciprocity and energy conservation were found to be well satisfied for scat- 
tenng at a single step using the mode matching method in the TE-case for all step sizes; > ° 
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in the TM-case, good satisfaction was obtained for small step sizes and for small dielectric 
constants, even when evanescent radiation modes are not used. 

As mentioned in [7, 8], directive gain curves obtained using the mode matching method 
are not valid near 6 = 90° where a discontinuous jump in the pattern occurs, and in the vicinity 
of 0 = 180°; the former is due to including in the asymptotic evaluation of the far field only 
the contribution from the first-order stationary phase point, whereas the latter is due to not 
considering the effect of the slab as 6 approaches 180°. Additionally, in all plots of directive 
gain, the relative width of the semi-infinite slab is specified by 

£>i      1      1 
A0      4 y/eT - 1 

(14) 

This guarantees that only one surface wave mode is above cutoff and dictates, in the TE- 
case, that the normalized transverse wavenumbers kxiDi and ax\Di in the slab and in free 
space, respectively, are independent of the dielectric constant. Physically this means that 
for different dielectric materials, the fundamental surface wave modes that propagate along 
the semi-infinite slab carry the same power within and outside the slab region and that the 
transverse field behavior of the surface waves remain independent of er. In the TM-case 
since er appears in the associated dispersion relation, these observations are no longer valid 
although the constraint equation (14) is used. 
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Figure 5. Comparison of the radiation patterns of power gain for a single step discontinuity for k0D1 = 1, 
er = 5, «max = 2k0Du N = 400; TE case. 

The directive gain plots in Figs. 6 and 7 show that as the number of steps is increased 
(so that the staircase more accurately models the wedge) the pattern converges for both the 
TE- and TM-polarizations. Shown in Figs. 8-10 are directive gain patterns for varying wedge 
lengths (L/A0 = 5, 10 and 15) and, in the TE-case, for two values of dielectric constants (er 

= 2.56 and 12). Pattern plots were obtained using only propagating radiation modes since no 
change in the curves resulted when evanescent radiation modes were included. These directive 
gain patterns show that longer wedges are more directive with narrower beamwidfhs. Longer 
length wedges were anticipated to produce a more focused beam since the flow of energy is 
guided along the wedge in the forward direction over a longer distance. Fig. 11 shows for 
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the TE-case that larger values of er yield less directive patterns with broader beamwidths. 
The latter was to be expected because more energy gets scattered at the dielectric-air interface 
when er is larger. The value of N specifies the number of elements used in discretizing the 
integral over the continuous transverse wavenumber V which is used in the representation of 
the radiation modes. Clearly, all patterns are endfire. In the TE-case, they exhibit no sidelobes 
in the forward direction, while in the TM-case, they display very small sidelobes. All patterns 
essentially decrease from a value of the order of lOdB in the endfire direction to very low dB 
values in the backscatter angular range, neglecting the vicinity of 180°. 
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Figure 6. Radiation pattern of directive gain versus angle 9 of the slab waveguide/wedge antenna for er = 
2.56(Di = 0.2A0), L = 10A0, N = 100, umax = k0D1 for different number of steps; TE case. 
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Figure 7. Radiation pattern of directive gain versus angle 9 of the slab waveguide/wedge antenna for er = 
2.56(Di = 0.2A0), L = 10A0, N = 100, umax = fc0Di for different number of steps; TM case. 
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Figure 8. Radiation pattern of directive gain versus angle 9 of the slab waveguide/wedge antenna for er 

2.56(£>i = 0.2A0), 80 steps, N = 100, umax = k0Du and L/X0 = 5,10 and 15; TE case. 
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Figure 9. Radiation pattern of directive gain versus angle 9 of the slab waveguide/wedge antenna for er 

12(Di = 0.075A0), 80 steps, N = 100, umax = k0Du and L/\0 = 5,10 and 15; TE case. 
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Figure 10. Radiation pattern of directive gain versus angle 9 of the slab waveguide/wedge antenna for er 

2.56(Di = 0.2A0), 80 steps, N = 100, umax = fc0£>i, and L/X0 = 5,10 and 15; TM case. 
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Figure 11. Radiation pattern of directive gain versus angle 8 of the slab waveguide/wedge antenna for L/% = 5, 
80 steps, N = 100, umax = k0Du and er = 2.56,5,8 and 12 (with £>i/A0 = °-2> °-125> °-094> °-075' 
respectively); TE case. 

Figs. 12-14 compare directive gain patterns obtained via the local mode method and the 
mode matching method. They show that excellent agreement is obtained over the physically 
important forward range 0° < 6 < 90°. In the backward range 90° < 6 < 150° differences 
do occur, but the dB levels are so low that for all practical purposes radiation is essentially 
negligible. Near 180°, as previously mentioned, the mode matching method is not valid. Only 
for er = 2.56 are results presented for the TM-case. A refinement in the theory is currently 
being implemented to obtain results for the TM-case for larger values of er. This involves 
improving the satisfaction of the tangential electric field continuity boundary condition at 
each step discontinuity. 
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N = 100, umax = koDi; TE case. 
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Figure 14. Radiation pattern of directive gain versus angle 8 of the slab waveguide/wedge antenna for er = 2.56 
(Di/X0 = 0.2) and £/A0 = 5 and 10 using the local mode method and the mode matching method for 80 steps, 
N = 100, umax = koDt; TM case. 

5. CONCLUSION 

For the dielectric wedge antenna excited by the fundamental TE or TM even surface 
wave mode of the dielectric slab waveguide of the same material, two independent methods 
of solution showed that the radiation pattern is endfire, that it smoothly decrease from a maxi- 
mum of about 1 OdB in the forward direction, and that sidelobes are extremely low often below 
25dB over an angular range that in the mode-match solution extends to about 6 = 150°. The 
mode matching method is not valid near 180° and data obtained via this method past 150° has 
to be viewed with caution. 

While the mode matching method takes twenty-four minutes of CPU time on a DEC 
\AX4000 main frame for a staircase of eighty steps with each additional ten steps requiring 
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3 minutes more, the local mode method takes only 30 seconds on a 486, 66MHz personal 
computer using 1000 segments of length Az; to obtain convergence of the integral evaluation. 
Hence, the local mode method appears to be a very efficient method to study complicated 
geometries that are difficult to analyze mathematically and/or require intensive computational 
tools. 
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ABSTRACT 

A theoretical analysis of a three-layer-microstrip / offset-slot coupled rectangular 
dielectric resonator antenna (DRA) is presented, and feasibility of using it to design a 
dual-polarized antenna is investigated. A combined method based on the modal ex- 
pansion method and the spectral domain approach is developed. The accuracy of the 
theoretical analysis is verified by comparison with experimental results. Several dual- 
polarized DRAs with two offset slots are fabricated, and scattering parameters and 
radiation patterns are measured. It is found that by suitable designs isolation between 
two ports of -20 dB and cross-polarization level of -20 dB can be achieved. 

INTRODUCTION 

Recent studies of dielectric resonator (DR) antennas have shown that DRAs exhibit 
wider impedance bandwidth, smaller size, and no surface wave and less conductor losses 
when compared to microstrip patch antennas [1]. Most of theoretical and experimental 
work has been done on linearly polarized DRAs using a single feeding line. A few 
papers have also been published, dealing with circularly polarized DRAs using one or 
two feeding lines [2] [3]. 

In this paper we present a theoretical and efficient analysis of electrical proper- 
ties of a rectangular DRA fed by a three-layer microstrip line through a slot on the 
ground plane. The method of analysis is based on the modal expansion method and 
the spectral domain approach, and used to compute Q factors, radiation patterns and 
input impedance. Also we experimentally investigate the feasibility of using the DRA 
to realize a dual-polarized antenna. In this dual-polarized DRA, two microstrip lines 
are used to excite two orthogonal fundamental modes of DRAs via two offset slots in 
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the ground plane in order to realize dual-polarization operation. Several dual-polarized 
slot-coupled antennas are designed and fabricated. Measured results for return losses, 
isolation between two ports, and radiation patterns for co- and cross-polarized fields 
are presented and discussed. 

THEORETICAL ANALYSIS 

Figure 1 shows the configuration of a three-layer-microstrip / offset-slot coupled 
rectangular dielectric resonator antenna. The slot in the ground plane, which is located 
symmetrically with respect to the microstrip line, is used to couple the energy from the 
microstrip line to the dielectric resonator. The slot has displacement xc and yc from 
the center of the DR in the x and y directions, respectively. 

(a) top view 

(b) side view 

microstrip line 

Figure 1: A three-layer-microstrip / offset-slot coupled rectangular DRA 

Isolated DR on a Ground Plane. To compute natural resonant frequencies and 
electromagnetic fields of different modes a waveguide model can be used. In the model 
for TE to y' modes, the DR is treated as a dielectric body placed inside a rectangular 
waveguide with magnetic walls at x' = ±f and z = c and with an electric wall at 
z = 0. The field components of the TE^lm mode can be obtained from the electric 
scalar potential <j>nim, for instance: 

>-? rjd __ 

»nlm   ~  W^0 V     dx12 

'nlm        9 (j>nlm -. 
+       c  ,/2     l dy' 

(1) 

After considering the boundary conditions on the walls of the waveguide, <£„im can be 
expressed as 

^„h»(s',y',*)=MnMx'+2)]  hW   co<K*z) 

where KX, = f and KZ, = &~^, with n,m = 1,2,.... >i{y') satisfies 

dy 
| + 4^ = 0    for   \y'\<l       0-^ = 0    for   \y'\ > \ 

(2) 

(3) 
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in which K
2
, = uj2ti0s0Srd - K

2
X - K

2
Z, 7^ = K\ + K

2
 - w2/i0£o- Applying the continuity 

conditions for electric and magnetic fields at y' - ±|, we can obtain the solution to the 
above two equations and the characteristic equation for Kyi 

1      ■   Ky'b  ,              Ky'b\   ,           Kyib .    Kvib.      n „ N (70 sin — + KV, cos -|-) (70 cos -| Kyi sin -|-) = 0 (4) 

Once finding Kyi (= l$f-, where 0 < Si < 1, 1 = 1,2,...), the natural resonant angular 
frequency can be obtained as follows: u\]m = (K

2
X, + K

2
, + K2

z)/(/j,0e0eTd). 

To compute radiation patterns of the TEy
nlm mode, by using the image principle 

the ground plane can be equivalently replaced by the image of the DR. Applying the 
equivalence principle to the surfaces of the DR and its image of the same size, we can 
obtain equivalent magnetic currents at the x' = ±|, y' = ±| and z = ±c surfaces and 
equivalent electric currents at the y' = ±| surfaces. From these equivalent currents, 
the electric and magnetic vector potentials and then the far-zone fields (Er, Hr) can be 
obtained. By integrating the Poynting vector, the radiated power Pr can be determined. 
Also by using a perturbation approach, power Pj, dissipated in the dielectric and power 
Pc lost in the ground plane can be found. The total quality factor Qnim and radiation 
efficiency r]nlm can be determined from Pr, Pd, Pc and the stored magnetic energy WH- 

Three-Layer Microstrip Line with a Dielectric Cover. The spectral do- 
main approach is used to obtain the field solution of the fundamental mode. The phase 
constant ß is derived from the determinantal equation which is obtained by apply- 
ing Galerkin's method to the boundary condistion on the conducting strip, and the 
characteristic impedance Z0 is obtained based on the power-current definition. Elec- 
tromagnetic field components are represented through their one-dimensional Fourier 
transforms: For convenience, the electromagnetic fields need to be normalized such 
that 

Jy=—cc Jz=~ 
exh-x dzdy — 1 (5) 

A Slot in the Ground Plane. The spectral domain approach is also used to 
find the fields generated by the slot in the ground plane of the microstrip line. The 
width of the slot is assumed to be electrically short, and hence only the x component 
of electric field Es

x in the slot {\x\ < ^,\y\ < '■$) need to be considered. Es
x(x,y) is 

expanded in terms of entire domain basis functions with expansion coefficients Cm 

M M 1 7 

£&*,y) =T,Cm E'm{x,y) =YlCm- sin& + £)] (6) 
m=l m=l Ws '« ^ 

Two-dimensional Fourier transforms can be used to represent the electromagnetic 
fields for the microstrip line side (z < 0), for example: 

HfaV'Z) = W JL JL SttK" Ky z)e~J(KxX+Kyv) dKx dKy (7) 

Slot-Coupled Dielectric Resonator Antenna. A combined model, based on 
the modal expansion method and spectral domain approach, is developed to analyze the 
whole structure. By applying the equivalence principle and ensuring continuity of the 
tangential electric field across the slot, the coupling slot can be equivalently modelled 
as two magnetic currents Ms on the DR side and -Ms on the feed side, respectively, 

For the DR side, the modal expansion method [4] is used to compute the field. 
The field can be expressed in terms of only resonant TEy' modes since the magnetic 
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current Ms excites only TEV' modes. For example, the y component of the magnetic 
field can be obtained as 

Hd(Ms) = £ Cnlm Hd
nlm(x,y,z) (8) 

nlm 

where 

ju>fSsM*-Hd
nlmdS (9) 

It should be noted that the total loss has been taken into account in terms of Qn/m 

factor in the calculation of the field on the DR side, as seen from (9). 
For the feed side, the reciprocity theory [5] can be used to obtain the voltage re- 

flection coefficient R and the transmission coefficient T on the infinitely long microstrip 
line at the slot due to the slot discontinuity. 

R   =    1    -   T   =    -!-      r        E'X{-KV)    hy(Ky, 0-)    dKy (10) 
47T J-oo 

The total magnetic field of the line can be expressed as 

m f (A, + hyz) <r** + R(t- fey,) e'"*   for x < 0 (n) 

I   T(hx + hyz)e-^ forxX) 

The y component of the total magnetic field in the vicinity of the slot on the feed side 
can be written as 

Hf(x, y, 0") = H;(-M
S
) + (1 - R) hy{P) (12) 

By enforcing the continuity of the y component of the magnetic field in the slot, 
integral equations for the electric field in the slot E% can be obtained. Galerkin's 
procedure is then used to solve these equations for expansion coefficients Cm. The re- 
lationship 1 - R = T in (10) implies that the equivalent circuit of the slot is a series 
impedance Zs on the microstrip line Zs = Z0 ^ZR- 

EXPERIMENTAL VERIFICATION 

To assess the accuracy of the analysis presented in the previous section, an offset- 
slot coupled DRA was fabricated and tested for the comparison with computed results 
for return losses and radiation patterns. 

Computed and measured results for return losses are shown as a function of fre- 
quency in Figure 2. The agreement is seen to be reasonable. For example, measured 
resonant frequency, at which return loss is minimum, is 5.475 GHz; and computed 
resonant frequency is 5.625 GHz, so the difference is about 2.7%. 

Figure 3 shows the comparison between computed and measured radiation pat- 
terns. There are some ripples in the measured radiation patterns, specially in the E 
plane, attributed to the effects of a finite ground plane. Given the fact that theory 
assumes the presence of an infinite ground plane, theory and experiment compare rea- 

sonably well. 
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Figure 2: Comparison between computed and measured return losses (srd —10, a — 
b =20.3 mm, c=5.1 mm, ls =7.5 mm, ws =0.7mm, er% =10.2, Wf =0.6 mm, ti2 =0.635 
mm, hi = hs=0, lm =1.804 mm> xc =4-8 mm, yc =0 mm) 

'Uted 
measured 

Figure 3: Comparison between computed and measured radiation patterns at frequency 
of 5.5 GHz (The same structural and material parameters as in Figure 2) 

MEASURED RESULTS FOR DUAL-POLARIZED DRAs 

Figure 4 shows the top view of a dual-polarized slot-coupled rectangular DRA 
with two offset slots. In a design procedure, the permittivity and dimensions of the DR 
are first found for a required central frequency and bandwidth. Second, the width of 
the feeding line is determined to obtain a specified value of characteristic impedance. 
Then, slot length and open stub length are optimised using an iterative method to 
achieve impedance matching. The above design procedure have been used to design 
several offset slot-coupled DRA to be used as dual-polarized antennas. In the following, 
measured results will be given for two samples. 

Figure 5 shows measured scattering parameters of sample 1. Although curves for 
return losses of two input ports |5n| and |522| do not have exactly the same shape due 
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Figure 4: Top view of a dual-polarized slot-coupled rectangular dielectric resonator 
antenna with two offset slots 

to the fabrication tolerance, the bandwidth for return losses less than -10 dB is about 
the same for the two ports. In fact, the bandwidth for port 1 is 19.8% from 5.125 to 
6.25 GHz; the bandwidth for port 2 is 17.7% from 5.15 to 6.15 GHz. It is also seen that 
the isolation \Si2\ between two ports is about - 18 dB at the center of the band, but 
increases by about 3 and 4 dB at upper and lower ends of the band, respectively. 
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Figure 5: Measured scattering parameters of sample 1 (erd =10, a = b =20.3 mm, 
c =5.1 mm, ls =7.5 mm, ws =0.7 mm, er2 =10.2, wf =0.6 mm, h2 =0.635 mm, 
hx = hz = 0, lm =1.804 i71171, h =6-0 mm, dc =-2.3 mm) 

Figure 6 shows measured H- and E-plane radiation patterns of sample 1 at fre- 
quency of 5.5 GHz. Both co-polarized and cross-polarized fields are given. The co- 
polarized field patterns are found to be broadside with some ripples especially in the E 
plane. These ripples are attributed to the edge diffraction of the finite ground plane. 
Compared with the co-polarization level, the cross-polarization level is about -20 dB 
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below at broadside, but may be higher at other angles. 
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Figure 6: Measured H- and E-plane radiation patterns of sample 1 at frequency of 5.5 
GHz (The same structural and material parameters as in Figure 5) 

In Figures 7 and 8, measured scattering parameters of sample 2 as a function 
of frequency and H- and E-plane radiation patterns at the frequency of 5.5 GHz are 
shown. The bandwidths are found to be 18.5% from 5.275 to 6.35 GHz and 17.4% from 
5.25 to 6.25 GHz for ports 1 and 2, respectively. The isolation is between -23 dB and 
-15 dB across the band. The cross-polarization level is about -20 dB at broadside. The 
cross-polarized fields are not symmetrical possibly because of offset slots, asymmetrical 
location of the DR (dc ^ 0) and radiation from the connector. It has also been found 
that with decreasing slot length higher isolation and lower cross-polarization level can 
be obtained. 
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Figure 7: Measured scattering parameters of sample 2 (erd = 10, a = b =17.8 mm, 
c =5.4 mm, ls =7.5 mm, ws =0.7 mm, er2 =10.2, wj =0.6 mm, h2 =0.635 mm, 
hi = h5 = 0, lm =1.784 mm, lc =5.8 mm, dc =-2.3 mm) 

203 



10 
(dB) 

I 
i 

■V 
A/' 

r-\ 

\! 
V 

w 
l.'i. .„ .. . 
1/   'l.'i ! \ V / 
'   M / \fi.j 

i /   »^ 

fr/i/ 

/ 
/ A 
/ / 
// 

.'< 

'V 
i      \ 

M 
A^-j\/\ 

 copolarised (H plane)   \ \ 

. copolarised (E plane) I 
i 

■ crosspolarised (H plane) * 

■ crosspolarised (E plane) 

0 

0 

Figure 8: Measured H- and E-plane radiation patterns of sample 2 at frequency of 5.5 
GHz (The same structural and material parameters as in Figure 7) 

CONCLUSIONS 

The approach combining the modal expansion method and the spectral domain 
approach has been described to analyze the slot coupled rectangular DRA with a three- 
layer microstrip line. The computed results for return losses and radiation patterns 
have been found to be in reasonably good agreement with measured data. Several 
dual-polarized DRAs with two offset slots have been fabricated and tested. Measured 
results for return losses, isolation between ports and radiation patterns for co- and 
cross-polarized fields have been presented. It has been found that by suitable designs 
isolation between two ports of -20 dB at the center frequency and cross-polarization 
level of -20 dB at broadside can be achieved. In order to further improve isolation 
and cross polarization, we are investigating other techniques, such as use of two-layer 
microstrip lines on different surfaces with two centered crossed slots. 
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INTRODUCTION 

In recent years, the frequency limits of SiGe Heterostructure Bipolar Transistors 
(HBTs) have been extended to frequencies above 50 GHz. This opens new perspectives for 
Si-based monolithic circuits and raises questions up to which frequency range Si MMICs 
can be competitive with GaAs. This paper starts with an overview on the current activities in 
the field of SiGe HBT MMICs. In a second part we report on recent results in the 26 GHz 
and 38 GHz frequency range. While there are various activities in the 2 GHz range and for 
digital ICs, the scope of this paper is restricted to analog monolithically integrated circuits 
with SiGe HBTs for frequencies beyond 10 GHz. 

So far, in this area mainly two research groups have built up a technological base: IBM, 
East Fishkill (New York), and Daimler Benz, Ulm (Germany). More recently, similar ac- 
tivities have been launched at the Institut für Halbleiterphysik, Frankfurt/Oder (Germany). 

MMIC PROCESS 

One fundamental choice in the development of Si-based MMICs is that of the sub- 
strate-resistivity type. High-resistivity Si substrates offer low-loss properties at microwave 
frequencies but are not fully compatible with standard Si process technology. The common 
low-resistivity substrates, on the other hand, lead to high losses and hence low quality fac- 
tors of the passive elements such as transmission lines and spiral inductors. In order to avoid 
this the IBM SiGe MMIC approach1 employs BCB thin-film circuit elements on top of the 
substrate. Since the IBM process is based on low-resistivity substrates the SiGe integrated 
circuits can be fabricated on a commercial CMOS line. 

The Daimler Benz process, on the other hand, uses high-resistivity substrates. Recent 
advances2 in the HBT fabrication applying thin MBE grown SiGe-alloy layers as the base 
yield cut-off frequencies above 100 GHz. Device design relies on the double heterojunction 
SiGe base approach. High base doping reduces the base sheet-resistance. In a collaboration 
with the Ferdinand-Braun Institut a coplanar MMIC process has been developed together 
with the CAD environment necessary for efficient circuit design3. Due to the high-resistivity 
substrate, special processing steps were necessary to prevent formation of a parasitic COn- 
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ducting layer on the wafer surface induced by surface charges in the passivation . As a 
result, losses of the passive elements are dominated by the metallization. For spiral induc- 
tors, for instance, quality factors around 15 are obtained at 10 GHz, which is comparable to 
GaAs-based MMICs (see Fig. 1). 
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Fig. 1. Quality factors of spiral inductors on high-resistivity Si substrates (inductance and resonant fre- 
quency are given in the inset). 

CIRCUIT PERFORMANCE 

In the past, mainly current-gain and MAG (or unilateral gain) cut-off frequencies fT and 
fmax, respectively, have been used as figures of merit when assessing SiGe HBT microwave 
capabilities. This data, however, accounts only for a small part of the high-frequency circuit 
performance of the HBT. Therefore, we will not elaborate on fmax or fT record values in this 
paper but rather emphasize the SiGe HBT potential in MMIC circuit applications. 

Table 1 provides an overview on analog MMICs fabricated recently by Daimler Benz 
and IBM that illustrate the state-of-the-art in SiGe HBT MMICs. 

Table 1. Examples for analog SiGe-HBT MMICs fabricated by Daimler Benz 
and IBM0 

MMIC circuit type 
12GHzVCO 
12 GHz power amp 
Broadband amplifier 
Gain block (2 stage) 
1-stage amplifier 
Oscillator 

performance 
19dBm, -80dBc/Hz phase noise 
> 6dB gain, 19dBm output 
17 GHz bandwidth, 8 dB gain 
18 GHz bandwidth, 9.5db gain 
4 dB gain @ 26 GHz 
2 dBm @ 38 GHz 

fabricated by 
IBM 
IBM 
IBM 
Daimler Benz 
Daimler Benz 
Daimler Benz 
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EXAMPLE: 38 GHZ OSCILLATOR 

As an example to illustrate details of an HBT MMIC, a fixed-frequency oscillator in 
coplanar technique is presented in the following. The IC was fabricated by Daimler Benz 
while the Ferdinand-Braun Institut (FBH) was responsible for modelling, design and meas- 
urements. 

As well known from GaAs MMICs, coplanar waveguides (CPW) with miniaturized 
dimensions lead to low-dispersive transmission-line elements. Based on field-level simula- 
tion (3D Finite-Difference in frequency domain), equivalent-circuit type models for the 
coplanar discontinuities and junctions were developed and implemented in a commercial 
software environment for MMIC design. 

Fig. 2 shows the layout. The two emitter fingers are biased separately in order to be 
able to compensate for possible unsymmetries. Air bridges are necessary to suppress the 
parasitic slot-line mode on the CPW transmission lines. Chip size is 1.4 x 2.2 mm2. The 
layout is not yet optimized with regard to chip size and packaging density. The oscillator 
delivers 2 dBm power at 38 GHz, with excellent design accuracy . 

ms 

II: 

Fig. 2. Layout of the 38 GHz coplanar HBT oscillator. 

CONCLUSIONS 

MMICs with SiGe HBTs for operation beyond 10 GHz have become reality. As for Si- 
MMICs in general, substrate loss remains a critical issue. It can be resolved by employing 
either high-resistivity Si substrates, at the expense of process modifications, or by using 
dielectric film structures on top of the substrate. The present results demonstrate the poten- 
tial of SiGe-HBT based MMICs for applications in the microwave and low mm-wave fre- 
quency range. 
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INTRODUCTION 

SIMMWIC's (Silicon Monolithic Millimeter Wave Integrated Circuit) have gained incre- 
asing interest as receivers and transmitters in the millimeter wave region. They provide 
new solutions for near-range sensor and communication applications in the frequency 
range above 50 GHz. Particular advantages are the capability of very easy monolithic 
integration of a complete radiating oscillator, a high degree of technological reproduci- 
bility, small size and, thus, low cost1. A typical millimeter wave front-end consists of 
an IMPATT diode integrated in a planar resonator. This resonator acts simultaneously 
as an antenna resulting in an active antenna configuration. Due to the low q-factor 
of the resonator, for some applications, like FM-CW-radar, the frequency stability and 
the phase noise behavior of the front-end are insufficient. Using a phase-locked-loop is 
a practicable way to stabilize the oscillation frequency and suppress the phase noise. 
However, many millimeter wave components such as frequency dividers, voltage con- 
trolled oscillators (VCO's) and phase/frequency comparators are required resulting in 
an expensive and complex multichip system. 

Due to the relatively short coherence length of the free running active antenna, 
the unstabilized front-end finds only short range applications2. For a larger operation 
range, frequency stabilization of the IMPATT oscillator is required, which is advanta- 
geously realized using subharmonic injection locking. In an integrated FM-CW system 
the signal of a tunable low noise reference oscillator, e.g. a Si/SiGe hetero bipolar tran- 
sistor oscillator3 (HBT), is injected at a subharmonic frequency into the front-end. In 
Figure 1 a low-cost integrated millimeter wave sensor system is depicted. The system 
consists of only three devices, the synchronizing oscillator at 25.5 GHz, the front-end 
at 76.5 GHz and the signal processing unit at IF band. The signal of the tunable low 
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and width 380 /an was found to match the impedance of the diode5. For best matching 
of active and passive part, the diode is located at 110 /zm offset from the center of 
the resonator (Figure 2). The bias network consists of coupled microstrip lines. Via 
these coupled microstrip lines the injection power is fed symmetrically into the diode by 
means of a signal-ground prober. Dipole antenna and diode have been monolithically 
integrated on high resistive silicon with a thickness of 125 /xm and backside metalliza- 
tion. This small substrate thickness results in low thermal resistance thus providing 
high thermal stability of the oscillator. The calculated radiation efficiency of the planar 
antenna is 77 = 25 %. The complete layer sequence of the diode was grown by silicon 
molecular beam epitaxy (Si-MBE). The device with a diameter of 22 pm is processed 
following a state-of-the-art SIMMWIC process1. 

RESULTS 

At first we determined the oscillation frequency and the output power of the free run- 
ning IMPATT oscillator depending on the DC bias current I. With I = 25 mA the 
oscillation starts at 76.67 GHz. By varying the diode current in the range from 25 
to 45 mA the oscillation frequency may be tuned from 76.67 GHz to 76.31 GHz (Fi- 
gure 3).   The output power of the oscillator increases linearly by 0.33 dBm/mA for 

76.3 
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25 30 35 
l[mA] 

—1— 
40 

■""—I 
45 

<--10 

Figure 3. Output power P and oscillation frequency f depending on I 

currents higher than 35 mA. At I = 31.6 mA the oscillation frequency adjusts at the 
desired value of 76.5 GHz with an output power of 6 dBm. Subsequently, we measured 
the phase noise of the free-running oscillator with the HP 3048 phase noise measure- 
ment system. For detecting the phase noise of the oscillator we used the frequency 
discriminator method. The radiated signal of the antenna under test (AuT) is detec- 
ted by a horn antenna and mixed down to the baseband (10 MHz - 1.28 GHz) using 
a low noise SAW-oscillator at 640 MHz (Figure 4). At an offset carrier frequency of 
ft = 100 kHz we obtained a phase noise to carrier ratio £ (ft) = -62 dBc/Hz (Figu- 
re 5). In the next step, we measured the phase noise of the injection signal generated 
by a HP8340B synthesizer at 25.5 GHz. From these measured values we calculated 
the phase noise of an ideal noise free oscillator at 76.5 GHz subharmonicaliy injec- 
tion locked with this synthesizer. For ft = 1, 10, 50, 100, 500 kHz we predicted 
Cmin (ft) = -60, -65, -77, -88, -103 dBc/Hz, respectively. Now, the IMPATT os- 
cillator was subharmonicaliy injection locked. The tuning ranges and phase noises were 
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Figure 1. Millimeter wave near-range sensor system 

noise Si/SiGe-HBT oscillator is injected into the SIMMWIC front-end via the bias lines 
(s. Figure 2). Even for a small power level of the injected signal the phase of the active 
antenna is locked to the synchronizing oscillator. This means, within a certain band- 
width around the carrier frequency, i.e. the synchronization bandwidth, the phase noise 
of the active antenna is dominated by the reference oscillator. Using the self-mixing 
properties of the active antenna due to the nonlinear behavior of the IMPATT diode, 
the IF is automatically generated. So the front-end is used as a transceiver. In the 
signal processing unit the IF signal is analyzed. To obtain good system performance, 
precise knowledgement of the stabilization and noise behavior of the front-end is requi- 
red. 

DESIGN AND FABRICATION 

Matching of the low-impedance IMPATT diode in a planar configuration is critical 
and requires careful optimization of diode structure, geometry and resonator layout. 
For the design of the SIMMWIC front-end full wave analysis techniques based on elec- 
tromagnetic field theoretical approaches have to be used for correct modelling of this 
strongly radiating structure. We used a rigorous full wave analysis taking into account 
all relevant loss mechanisms such as radiation losses, losses due to surface wave excita- 
tion, dielectric losses and ohmic losses. The analysis of the passive part of the oscillator 
is based on the electrical field integral equation (EFIE) in spectral domain, solved by 
means of method of moments4. The solution of the resulting complex system matrix 
delivers all interesting properties of the examined antenna, namely input impedance, 
gain, radiation pattern and radiation efficiency. A symmetric dipole of length 620 ^m 

diode 

Figure 2. IMPATT oscillator on 125 fim Silicon 
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Figure 4. Phase noise measurement setup 

measured for different input power levels and for different impressed diode currents. 
The phase noise behavior of the injection locked oscillator depending on the injec- 

tion power is depicted in Figure 6. The diode's bias current was adjusted to / = 30 mA. 
For small Ü (1 kHz, 10 kHz) the phase noise does not depend on the injection power 
level. Our results are in contrast to measurements by Zhang et al.6 with subharmoni- 
cally injection locked FET oscillators, where the phase noise increased with decreasing 
injection power near to the carrier. The measured phase noise is close to the predicted 
values for an ideal oscillator indicating that the phase noise behavior is dominated by 
the reference oscillator. For large offset fi the phase noise decreases with increasing 
injection power level and remains almost constant above a certain level. This shows 
clearly that the synchronization bandwidth increases with increasing power of the in- 
jected signal. An injected power level of -3 dBm results in a synchronization bandwidth 
of about 1 MHz, which is sufficient for the planned applications. 

In Figure 7 the 3-dB tuning range is depicted for different injection power levels 
and for different diode currents. We observed that frequency stabilization can only be 
achieved for frequencies higher than the oscillation frequency of the free-running oscil- 
lator. For an increase of the diode current the output power of the oscillator increases 
as well.   The tuning range is mainly determined by the ratio of injected power level 
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Figure 5. Phase noise of free-running IMPATT oscillator 
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Figure 6. Phase noise behavior depending on injection power level 

Pinj to the oscillator output power7'8. For a diode current of / = 30 mA we measured 
for Pinj = 0 dBm a 3-dB tuning range of 300 MHz and for Pinj = 3 dBm almost 600 
MHz, respectively. For most applications at 76.5 GHz this bandwidth is sufficient. The 
smaller bandwidth at higher bias currents is a result from the increasing output power 
of the oscillator. 

In another experiment we measured the phase noise behavior of the locked oscilla- 
tor within the tuning range for Pinj = 0 dBm and i" = 30 mA. The FM noise to carrier 
ratio C (fi) at different offset frequencies Q. is depicted in Figure 8. In the whole tuning 
range no increase of the phase noise is observed. The phase noise is only determined 
by the phase noise of the reference oscillator and not by the frequency offset to the 
free-running oscillator. Only at the edges of the tuning range the phase noise increases 
significantly. 

Another crucial point for the application is the reliability of the employed circuit 
and the temperature stability. To avoid parasitic effects the front-end was measured 
in an electromagnetical shielded chamber. The still complete 4" wafer including the 
chip oscillator to be measured is mounted on a WAFTHERM 'SP4SA thermal car- 
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Figure 8. Phase noise behavior in the locking range 

rier. The DC supply is accomplished via probing needles. At distance a above the 
oscillator a receiving horn antenna aligned to the dipole is mounted. By this measure- 
ment setup characteristic values as radiated power Prad, oscillation frequency fosc and 
DC voltage UQ are measured. The measurement setup is depicted in Figure 9. The 
temperature -d is varied by 1 °C every 30 seconds, while the impressed DC current 
is kept at I0 = 35 mA. The temperature sweep from -10 CC to + 90 °C is perfor- 
med 3 times starting at 24 °C. U0 and fosc are normalized to the corresponding values 
at 24 °C (U0 = 20.18 V, fosc = 76.44 GHz). Both exhibit linear dependence versus 
temperature above d = 10 °C. The temperature gradient for this temperature range 
is determined to A//Atf = -0.006 %/ °C respectively At//Atf = 0.1 %/ °C. Be- 
low the kink temperature of i9 = 10 °C the temperature gradient of the oscillation 
frequency decreases to A//Ai? = -0.015 %/ °C (Figure 10). At the same time degra- 
dation of the power spectrum as depicted in Figure 11 is observed. Nevertheless the 
radiated power Prad remains nearly constant in the temperature range from —10 °C to 

Figure 9. Temperature stability: measurement setup 
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Figure 10. Temperature stability 

+50 °C. Above 80 °C the radiated power rapidly declines to -20 dBm at 90 °C. Thus, 
for ambient temperatures up to 80 °C sufficient output power is achieved. This is very- 
important for operation of the active antenna in adverse environmental conditions. 
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Figure 11. Degradation of power spectrum 

CONCLUSIONS 

In our contribution we presented the experimental results of investigations on sub- 
harmonically injection locked oscillators in the frequency range around 76.5 GHz. We 
gained important information about the required injected power level for a given tu- 
ning range in an integrated millimeter wave sensor system. For sufficient injected power 
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level the phase noise behavior of the reference oscillator dominates the front-end. No 
increase of the phase noise is observed in the tuning range for sufficient injected power. 
To achieve a 3-dB tuning range of 600 MHz less than 3 dBm injection power is requi- 
red. Our investigations of the temperature dependence showed clearly that the active 
antenna operates well below the thermal breakdown. 
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INTRODUCTION 

Silicon-Germanium heterojunction bipolar transistors (SiGe HBTs) are promising 
for wireless high-speed applications, based on the well-established silicon IC technolo- 
gies. There are basically two concepts for the design of the vertical profile. The first 
concept1,2 leaves the doping profiles of the Si bipolar junction transistor (BJT) essen- 
tially unchanged, but introduces a graded Ge profile with vanishing Ge concentration 
at the EB-junction. This gives rise to a drift field in the base. Advantages of this 
approach are the process latitude and the similarity to Si BJT processes. The second 
concept3 uses a significantly higher Ge content, which is constant over the base. This 
allows a very high base doping resulting in low sheet resistivity. As a result, this so- 
called "true" HBT exhibits a low base resistance, high values of fmax, and low noise 
figures in the GHz region4. 

Our concept is similar to the latter but tries to combine the advantages of both 
concepts by using a Ge profile of medium concentration that is graded over the emitter 
side of the base only, and has a non-zero Ge concentration at the EB-junction. The 
vertical profile has been optimized numerically5 and demonstrated experimentally6. 

The high-frequency noise figures (NF) of BJTs and HBTs are usually modeled 
by means of equivalent circuits. Recently, a thermodynamic approach to the high- 
frequency NF of BJTs and HBTs has been used to calculate the NF of SiGe HBTs by 
means of 2D device simulation7,8. It relates the NF to the small-signal parameters of 
the total transistor and the dc values. In contrast to the equivalent circuit approaches, 
the input for the simulation are device geometry and doping profiles instead of circuit 
element values. Thus, the device simulation approach to the NF is more closely related 
to the technological process, allowing one to predict the influence of technological 
quantities, such as the thermal budget, on noise figures. 

In this paper, we show that measured and simulated minimum noise figures based 
on the thermodynamic approach agree well with conventionally measured ones. Based 
on 2D device simulation, we propose a noise optimized vertical profile.   In order to 
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apply the thermodynamic approach to circuit simulation, a slight modification of the 
standard SPICE noise model is described, resulting in good agreement between NFs 
obtained by circuit and device simulations. 

MEASUREMENTS 

The tuned-out noise figure F is defined as the noise figure with the input capac- 
itance compensated by the imaginary part of the noise generator admittance. It is 
approximately given by7'8 

1 + 
1 

2kTgc 

q\IB\ + 2kTRe{Vll) + [q\Ic\.+ 2kTcRe{y22)} 
Re(yii)+5G 

2/21 
(1) 

where q is the elementary charge, k the Boltzmann constant, gg the real part of the 
generator admittance, T the ambient temperature, and Tc the effective collector tem- 
perature. Tc may significantly exceed the ambient temperature7. However, the term 
4A;TcRe(j/22) may be neglected7 for frequencies well below the transit frequency fx, 
resulting in a simplification of Eq. (1). It is important to note that the y-parameters 
refer to the total transistor, including parasitics. The tuned-out noise figure F can be 
calculated from the measured dc values and the measured s-parameters converted to 
^-parameters. The minimum noise figure Fmin is then calculated from F by minimizing 
F numerically with respect to ga- 

la, this paper, a SiGe HBT is investigated (Figure 1). Essential features are the 
epitaxy on a blanket substrate containing only subcollector wells, and the use of highly 
doped polysilicon for the emitter layer6. The emitter width of WE = 2.6fj,m is relatively 
large. Transistors with significantly narrower emitters are under development. 

„*      E         SiGe 
B               r ! RB 

  -0- ' A **, 

c 

Rc 
n+ 

0        1 
xQim) 

Figure 1. SEM cross-section of a SiGe HBT 
and region for device simulation. 
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Fmin obtained by the method described above is shown in Figure 2 (lines). For 
comparison, conventionally measured Fmi„ are also plotted (symbols). A detailed dis- 
cussion of these results will be published elsewhere9. Here we note that the good 
agreement between the two approaches illustrates that the thermodynamic approach 
to the NF can accurately describe the behavior of the noise figure in the GHz range, 
and allows the determination of the NF with acceptable accuracy with much reduced 

experimental effort. 

DEVICE SIMULATION 

Before we turn to design optimization by means of simulation, we demonstrate the 
accuracy of the 2D device simulation by comparing calculated NFs with measured ones. 
The region for the simulation is obtained from the SEM cross-section (Figure 1). The 
vertical profile was determined from SIMS measurements. To obtain the narrow B base 
profile, deconvolution10 was required, since the high-frequency properties sensitively 
depend on the base profile. Using the measured B profiles without deconvolution would 
give, e.g., too small simulated transit frequencies and too large NFs. The simulated 
peak fT of 56 GHz at VCE = 2 V is close to the measured value of 54 GHz. In 
Figure 3, the NFs obtained by device simulation and measurement of the small-signal 
parameters, respectively, are shown. In order to estimate the accuracy of the approach, 
we assumed an error of 10 percent for the base width, boron dose and Ge concentration. 
As a result, we obtained an estimated error for the simulated minimum NF of ± 0.2 
dB at 2 GHz and ± 0.5 dB at 10 GHz as shown in Figure 3. 

Now we present the numerically optimized design of the doping profile and the Ge 
profile. A detailed description of this is given elsewhere8. To optimize the vertical 
profile, we used a device geometry with an emitter width of WE = 0.6/xm. Half the 
symmetrical device is shown in Figure 4. 
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Figure 4. Advanced-technology transistor Figure 3. Fmin versus frequency extracted 
from simulated (lines) and measured (symbols)    geometry for device simulation. 
small-signal parameters. 
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Three different Ge profiles (Figure 5) were investigated: a uniform Ge profile; a 
graded profile; and a half-graded profile with the grading on the emitter side of the 
base. The half-graded Ge profile has been shown to produce high values of fr and fmax 

for our kind of B profiles resembling Gaussian distributions5. The B profiles shown in 
Figure 5 were calculated by process simulation starting from a rectangular profile of 10 
nm width and 2 x 1014cm"2 dose. As can be seen in Figure 5, the basewidth decreases 
with increasing Ge fraction, since the strain in the SiGe layer reduces the B diffusion10. 
This is another advantage of using SiGe in the base of an npn-transistor, since a narrow 
base results in a small base transit time. As shown in Figure 6, the half-graded profile 
gives the best noise performance for the HBT. For comparison, measured noise figures4 

of a state-of-the-art SiGe HBT are also plotted in Figure 6. 
In a previous publication5, the /mar-optimized emitter and collector profile has been 

discussed. Here we note that the noise optimized collector is the same as the fmax- 
optimized one presented there. That means that the collector is best low doped. A 
collector width should be used that the BC-space charge region finishes at the transi- 
tion between the low doped collector and the high doped subcollector for the desired 
collector-base voltage. The emitter-base capacitance was found to be of greater influ- 
ence on the noise figure than on fmax- Therefore, the noise-optimized width of the 
low doped emitter is larger than for the /maa;-optimized profile. For our transistor, the 
width of the low doped emitter that remains after the final thermal process should be 
about 40 nm. 

25 

20 

.2 15 

o 10 

■7i  /         V' 

- 
11'l   /         -'    \\ 
in/   ■-''    V 
'/ V        '''                 1 
'/I,-''' 

_  ■ 

Al j 
ill 
I I !   "half-graded" 1 
' 1 ! "graded" 
' 1 ! "uniform" 

' 1 i ! 1 j 
1 j 

>l. 

3 10 

• 10 

10 V- 
'E 

10" 

60   70   80   90   100 
Depth [nm] 

10" Figure 5. Ge and B profiles used for 
device simulation. 

m5 uniform 
half-graded 

> Schumacher et al. 

10 20 30 
Frequency [GHz] 

Figure 6. Fmin versus frequency for 
the different Ge profiles. 

220 



CIRCUIT SIMULATION 

Implementing the thermodynamic approach in circuit simulators requires the in- 
troduction of non-white noise sources, since the input noise current spectral density 
ocRe(?/ii) strongly increases at high frequencies. This effect is not taken into account 
in most circuit simulators, such as SPICE3. However, only a slight modification of 
the thermal noise sources is required to include this effect11. Let yn be the input ad- 
mittance for a short-circuited output with the emitter resistance RE disregarded. (RE 

is treated in the same, fashion as in the standard SPICE3 noise model.) The input 
noise current spectral density may then be approximately expressed by internal SPICE 
parameters according to 

(2) 4fcTRe(jfu) « ikTRe \\(gw + JLOC^
1
 + RBB 

where g„ is the small-signal input conductance of the intrinsic transistor, Cw is the 
internal emitter-base capacitance, and RBB is the series base resistance. An input 
noise current connected to the external base node and the internal emitter node with 
the spectral density given by Eq. (2) is used instead of the noise source associated with 
RBB- A similar substitution is performed in the output circuit. An implementation of 
this improved SPICE noise model is presented elsewhere11. 

Here the SPICE parameters of a model transistor (WE = 1.5/zm) were extracted 
from the dc and ac characteristics obtained by 2D device simulation. Hence, the device 
simulation results serve as criteria for the quality of our improved compact model. To 
calculate the NF within SPICE3, we divided the total noise current spectral density 
transformed to the output, as obtained from the noise circuit analysis, by the corre- 
sponding contribution of the noise generator. As shown in Figure 7, there is a good 
agreement between the device simulation results and those of the improved SPICE 
model. We note that this agreement was achieved with model parameters determined 
from dc and ac characteristics, without an extra fitting of the SPICE parameters to 
the NF. 
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Figure 7. Tuned-out noise figure F versus collector current obtained 
from device simulation and from circuit simulation (SPICE). 
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CONCLUSIONS 

We have applied a thermodynamic approach to determine the high-frequency noise 
figure of SiGe HBTs from measurements and simulations of small-signal parameters. 
The NFs obtained by this method agree well with conventionally measured ones. 2D- 
device simulation is capable of describing the high-frequency noise in relatively good 
agreement with experiments. Based on extensive computer simulations, a noise op- 
timized vertical profile has .been proposed. By modifying the thermal noise sources 
in SPICE3, a good agreement between circuit simulation and device simulation was 

achieved. 
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INTRODUCTION 

Historically, microwave technology was developed by military and space agencies from 
around the world to satisfy their unique radar, communication, and science applications. 
Throughout this development phase, the sole goal was to improve the performance of the 
microwave circuits and components comprising the systems. For example, power amplifiers 
with output powers of several watts over broad bandwidths, low noise amplifiers with noise 
figures as low as 3 dB at 94 GHz, stable oscillators with low noise characteristics and high 
output power, and electronically steerable antennas were required. In addition, the reliability 
of the systems had to be increased because of the high monetary and human cost if a failure 
occurred. 

To achieve these goals, industry, academia, and the government agencies supporting 
them chose to develop technologies with the greatest possibility of surpassing the state of 
the art performance. Thus, Si, which was already widely used for digital circuits but had 
material characteristics that were perceived to limit its high frequency performance, was 
bypassed for a progression of devices starting with GaAs Metal Semiconductor Field Effect 
Transistors (MESFETs) and ending with InP Psuedomorphic High Electron Mobility 
Transistors (PHEMTs). For each new material or device structure, the electron mobility 
increased, and therefore, the high frequency characteristics of the device were improved. In 
addition, ultra small geometry lithographic processes were developed to reduce the gate 
length to 0.1 urn which further increases the cutoff frequency. The resulting devices had 
excellent performance through the millimeter-wave spectrum. 

Initially, the use of exotic materials with small geometry lithography resulted in poor 
yields. Therefore, early circuits were fabricated by bonding the transistors to ceramic 
substrates such as alumina upon which the matching circuits were built. As the processing 
technology matured and yield improved, Mcrowave Monolithic Integrated Circuits 
(MMICs) became possible. This higher level of integration reduced the circuit size and the 
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parasitic reactance created by the wire bonds which led to further improvements in the 
circuit characteristics. Today, GaAs and InP MESFET, PHEMT, and Heterojunction 
Bipolar Transistor (HBT) based MMICs have RF characteristics that are sufficient for 
nearly every application. 

Unfortunately for the GaAs industry, the market for microwave circuits has changed 
dramatically over the past three years. While government agencies continue to buy circuits 
for their needs, the commercial market for personal communications, wireless 
communications, analog and digital mobile communications, intelligent vehicle highway 
systems, and industrial sensors has surpassed the military market. This has imposed a new 
requirement on the microwave industry; Once a circuit provides the needed service, cost is 
the most important parameter. 

The exotic materials and small dimensions that yielded outstanding MMIC 
characteristics also resulted in high fabrication cost. In addition, since GaAs and InP circuit 
processing is not compatible with Si processing, they require separate and different 
equipment. Thus, the large capital investments made by the electronic industry and the 
corresponding low fabrication cost per silicon wafer area cannot be used by the GaAs 
MMIC industry, and these conditions are not expected to improve unless new markets 
develop for GaAs MMICs that would lower their fabrication cost. Lastly, higher levels of 
integration are not possible if MMICs are made from GaAs or InP and the data control and 
bias circuits are made from Si. Therefore, integration and packaging costs cannot be 
lowered and reliability improvements that are associated with integration cannot be realized. 

To achieve lower cost and higher levels of integration, the microwave industry is 
reevaluating its reliance on GaAs and InP and the perceived disadvantages of Si which 
include poor high frequency performance due to low carrier mobility and high transmission 
line attenuation due to the low substrate resistivity. As silicon circuit manufacturers have 
reduced the gate size of their standard n-MOSFETs, Metal Oxide Field Effect Transistors, 
fmax has increased to 37 GHz \ and self aligned Bipolar Junction Transistors (BJTs) have 
been fabricated with an f^ of 70 GHz 2. More interesting though is the significant increase 
in microwave capabilities that arises from the introduction of Ge to create SiGe HBTs that 
have an f*™,* of 160 GHz 3. These new devices should fulfill the requirements of the 
commercial industry through Ka-band, but further improvements are possible if the SiGe 
material structure and microwave component characteristics on Si are optimized. 

This paper will present the efforts of research teams at NASA Lewis Research Center 
and The University of Michigan to grow higher quality SiGe on Si, characterize SiGe HBT 
material structures, and develop passive components on Si. 

SiGe/Si HBT FABRICATION 

High Ge content SixGei.x alloys (l-x>0.4) have a higher carrier velocity than Si that 
should translate into better microwave transistor characteristics4, but there are practical 
limits to the Ge concentration. The most serious limitation comes from the fact that the Ge 
atomic lattice is 4.2 % larger than the Si lattice5. Therefore, strain is created within the 
lattice when SiGe is grown on a Si substrate, and the strain increases as the Ge content 
increases. If the strain reaches a critical value, misfit dislocations develop as is shown in the 
TEM microgragh in Figure 1. These thread type dislocation defects may degrade device 
performance, reliability, and fabrication yield if they terminate on or near the device channel. 
Thus, it is desirable to develop methods of reducing the defect density while maintaining a 
high Ge content. 

Several authors have advocated the use of superlattices and graded structures that start 
with a very low Ge concentration at the SiGe/Si interface with increased Ge content as 
subsequent layers are added6"11. Although some reduction in misfit dislocations is obtained, 
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the defect density is still too high12 at approximately 109 cm"2 as seen in Figure 1. At the 
University of Michigan, an alternative approach that uses a low temperature silicon (LT-Si) 
buffer layer between the SiGe and the Si substrate has been developed13. This 0.1 urn thick 
layer is grown at 450 C by molecular beam epitaxy (MBE) followed by the SiGe HBT 
structure. It is seen in Figure 2 that the misfit dislocations are terminated in the LT-Si layer 
resulting in a defect density of <104 cm"2 at a thickness of 0.5 urn. The exact mechanism for 
the defect density reduction is currently unknown. 
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Figure 1. Cross-section TEM image of MBE grown SiGe heterostructure with 20 superlattices showing the 
dislocation propagation. 
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Figure 2. Cross-section TEM image of MBE grown SiGe HBT structure with LT-Si buffer layer showing 
the defect density reduction. 

The structure shown in Figure 2 was used to fabricate self-aligned HBTs that 
incorporated Cr/Au contacts. As seen in the current-voltage curve for the 10 X 10 urn2 
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device shown in Figure 3, the DC current gain is approximately 6, the breakdown voltage is 
greater than 10 V, and the Early voltage is approximately 1000 V. These results 
demonstrate that the LT-Si buffer does not degrade the DC characteristics of the HBT. 
Note that this device was not optimized for microwave performance. 
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Figure 3. Measured current-voltage characteristics of 10X10 nm2 emitter area HBT. 

ELLIPSOMETRIC CHARACTERIZATION OF SiGe/Si HBT MATERIAL 

Ellipsometry is an optical, non-destructive method to characterize semiconductor 
multilayers14. It uses dielectric calibration functions to interpret the experimental ¥ and A in 
terms of materials. Thus, accurate calibration functions are critical for materials studies. In 
this case, the dielectric functions of SixGei.x are known to high accuracy for the whole 
concentration range for relaxed material15, but only very limited data is available for strained 
layers16. 

For a typical SiGe/Si HBT structure, ellipsometry is expected to estimate non- 
destructively the thickness of the emitter and base layers, the composition parameter x, and 
any dielectric layers on top of the emitter (thickness and dielectric constant). The 
ellipsometry work in this case is not straightforward, due to three problems: 1. The Si 
emitter layer is very thick; 2. There is strain in the SixGei.x base; 3. Usually there is a 
concentration gradient in the base layer. The first problem is due to the fact that the thick Si 
emitter layer is blocking the light below a wavelength of roughly 400 nm. However, many 
special features of the SixGei.x calibration functions are below 400 nm, thus decreasing the 
sensitivity for the x estimate. The second problem is due to the lack of accurate strained 
SixGei.x calibration functions, as mentioned above. The third problem makes the analysis 
rather complex, as the usual assumption of single phase layers is not obeyed. 

We have performed studies on a variety of SixGei.x structures for devices and 
superlattices, both on Si and Ge17*19. First we tested an HBT structure with a thick emitter 
but a constant composition x in the base17. Thus we dealt with two of the three problems 
mentioned above. 

A SixGei.x HBT structure was grown in a dual e-gun Si MBE system. The nominal 
structure obtained from the growth calibration is shown in Figure 4, left-hand side. The 
HBT material was characterized by x-ray diffraction (XRD) and secondary ion mass 
spectroscopy (SIMS) in addition to ellipsometry. The XRD result shows a composition 
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x=0.83±0.002. Using the points where the Ge signal dropped to half the peak value, the 
SIMS depth profile gave an emitter thickness of 590±10 nm, and a base of 85±10 nm. 

NOMINAL ELLIPSOMETRY 

2 nm    Oxide Oxide         4.55 +/- 0.07 nm 

120 nm    Si  n++    2X1019 Sb 

480 nm    Si n+      2X1018 Sb 
Si            594.3 +/- 0.75 nm 

92.3 nm   SixGe-|_x 
sixGe1-x   88-5 +/" °-97 nm 

1X1017Sb Si substrate 

Si substrate p 

x=0.8 x=0.862 +/- 0.008 

MSE: 2.07X10"3 

Figure 4. Nominal structure (left-hand side) and ellipsometry results (right-hand side) of an HBT sample. 

Ellipsometry measurements were performed at four angles of incidence, over spectrum 
range was 300-780 nm, in 5 nm steps. As usual in ellipsometry, a model was assumed with 
the nominal structure. As doping below the high 1019 cm"3 is not observable by ellipsometry, 
only four parameters were assumed as variables: oxide, emitter and base thickness, and the 
composition x. The final ellipsometry results are the values obtained for the four variable 
parameters using a non-linear least squares fit to the experimental results. We used the 
relaxed SixGei.x dielectric calibration functions. The model calculations using the best fitted 
four parameters shows good agreement with the experiment. The values of the four 
parameters are given in Figure 4, right-hand side, with the corresponding 90% confidence 
limits. MSE is a measure of the quality of the fit17. The ellipsometry determined thickness 
for the emitter and the base are in very good agreement with both the nominal and the SIMS 
values. The composition x is 0.03 higher than the extremely reliable value obtained by XRD. 
It turns out that a coherently strained SixGei.x layer under a Si layer measured by 
ellipsometry and using relaxed SixGei.x calibration functions will give a value of x which is 
higher by 0.03 vs. the XRD value20. The higher than expected oxide layer was due to 
previous heating to 150 °C for this particular sample. 

As a second step to a complete HBT structure characterization, we tested several 
graded layers19, with grading from x=l to 0.7 and to 0.5. The graded layers were uncapped 
and nominally 1 nm thick. Ellipsometry measurements were done in the spectral range 300- 
800 nm, at three angles of incidence. Again, we used the relaxed dielectric calibration 
functions. The graded layer was assumed to be made of n thinner layers, each one with a 
constant composition x, where x varied linearly from one to the value on top, Xn (x„(nom) is 
the nominal composition on the top surface). We found that for n>20 the results are 
independent of n. Thus, by using n=30 we got a good approximation to the continuously 
graded layer. Results for two of the samples are shown in Table 1. The main features of the 
results are: 1. The SixGei.x layer thickness is in excellent agreement with the nominal values; 
2. The oxides are thicker than expected. We believe this is a result of the surface roughness, 
a common occurrence in SixGei.x films; 3. The composition parameter x„ is too high for all 
samples. We believe that the reason for the high x„ values is due to two factors: 1. The 
surface is probably rough; 2. There is residual strain in the samples. Sample B has a larger 
deviation vs. sample A, and it also has possibly more strain than A. The fact that the layers 
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were thick does not mean that they were totally relaxed. XRD of a 0.61 thick SixGei.x layer 
with x=0.8 showed only a 65%-70% relaxation21. Thus it is unclear whether our samples 
were totally relaxed. It seems that more work on a variety of graded samples is required for 
an accurate determination of the composition. 

Table 1. Ellipsometric results for graded SixGei.x on Si. 

Sample d(oxide) 
(Angstrom) 

D (SixGei.x) 
(Urn) 

x» x„(nom) 

A 
B 

44.8 
43.0 

1.04 
0.97 

0.767 
0.587 

0.7 
0.5 

PASSIVE COMPONENTS ON HIGH RESISTIVITY SILICON 

As early as 1965, it was recognized that microstrip transmission lines on standard 
CMOS grade Si wafers with a resistivity, p, of 0.1 to 10 Ohm—cm were too lossy, and 
High Resistivity Silicon (HRS) wafers with p > 2500 Ohm-cm are necessary for microwave 
and millimeter-wave microstrip22. Later experiments showed that p > 2500 ohm-cm was 
also required for Coplanar Waveguide (CPW) transmission lines23. A comparison of the 
attenuation of CPW on GaAs and a HRS wafer is shown in Figure 5. Although the 
attenuation of the Si line is greater the GaAs line by approximately 0.2 dB/cm, the effective 
dielectric constant of the Si line is lower than the GaAs line by approximately 7 %. Thus, if 
the attenuation is plotted in the more useful units of dB per wavelength, the attenuation of 
the Si line is only 0.1 dB/X greater than the GaAs line as shown in Figure 6. 

Besides microwave transmission lines on Si having a comparable attenuation to similar 
lines on GaAs, passive components and discontinuities also have similar characteristics. For 
example, consider the CPW short circuit terminated series stub that is often used as a series 
inductor or as a stop band filter element24. The characteristics of the stub fabricated on HRS 
and GaAs are shown in Figure 7. Note that except for a small shift in the resonant frequency 
due to the slightly lower relative permittivity of Si compared to GaAs, the characteristics are 
identical. Furthermore, if the loss factor, l-|sn|2-|s2i|

2, is calculated from Figure 7, it is seen 
that circuits fabricated on HRS do not suffer a degradation in performance when compared 
to circuits on GaAs. 

0     5    10   15   20   25   30   35   40 

Frequency (GHz) 

Figure 5. Attenuation per length of CPW line with S = W = 50 um on GaAs and p > 2500 Ohm-cm Si. 

228 



5    10   15   20   25   30   35   40 

Frequency (GHz) 

Figure 6. Attenuation per guided wavelength of CPW line with S : 

Ohm-cm Si. 
W = 50 um on GaAs and p > 2500 

\ //\ /f^«! GaAs 
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Figure 7. Magnitude of S-parameters of CPW short circuit series stub fabricated on GaAs and HRS. 

DISCUSSION 

The excellent results published in the literature and within this paper provide 
encouragement that Si MMICs are not only possible, but they can provide the performance 
required for the emerging commercial markets with further development. Although Si 
MMICs are used in nearly every RF system below 2 GHz, there has been very little 
development above 20 GHz. Furthermore, the integration of microwave and digital circuitry 
has not occurred. 

To address these issues, the University of Michigan and NASA Lewis Research Center 
are working to develop SiGe HBTs for microwave applications utilizing the LT-Si buffer 
layer that was developed. In addition, full characterization of Si as a microwave substrate 
and methods to reduce the attenuation of transmission lines on Si by utilizing 
micromachining technology are being performed. These efforts will be demonstrated in a 
series of Ka-band Si MMICs. 
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ABSTRACT 

A multi chip module (MCM) method for combining high frequency circuits with low 
frequency readout electronics is investigated. The RF chip consists of a detector circuit 
with monolithically integrated zero bias Schottky barrier diodes and planar antenna 
structures on high resistivity silicon substrates. This rectifying antenna (rectenna) is 
manufactured by silicon monolithic millimeter wave integrated circuit (SIMMWIC) 
technology. The signal of the rectenna is amplified by a CMOS preamplifier mounted in a 
hybrid construction next to the rectenna. An amplification of 32 dB is measured. Maximum 
sensitivity of the detector circuit including preamplification is 1600 mV/mWcm2 at 94.6 
GHz. 

INTRODUCTION 

SIMMWIC is the abbreviation for Silicon Millimeter Wave Integrated Circuits III. 
The potential of this technology is high, since silicon is worldwide the semiconductor 
material number one, it has good thermal and mechanical properties, it is available in large 
and low-cost substrates and enables the cointegration of RF-circuits with standard signal 
processing circuits. For the technological realization of SIMMWIC's high resistivity silicon 
substrates are necessary to keep RF substrate losses low. Also a technology has to be 
developed which preserves the high resistivity substrate characteristics during the 
fabrication process and which allows the realization of active silicon millimeter wave 
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devices. Up to now several SMMWIC's have been realized 111. With Transit Time Diodes 
oscillators and active antennas /3/, with Schottky diodes detector and mixer circuits 141, 
with PEST diodes switches 151 and with SiGe HBT's amplifiers, oscillators and frequency 
doublers have been fabricated 161. The combination of SMMWIC's with signal processing 
circuitry, especially with CMOS technology will be the next step for wider applications of 
SIMMWIC's. This combination may be done as multi chip modules (MCM) or in 
monolithic cointegration. As an early stage of this combination a SIMMWIC detector with 
a CMOS preamplifier is investigated. 

DETECTOR CIRCUIT 

Fig. 1 shows the layout of the detector circuit. It consists of an antenna structure 
combined with Schottky barrier diodes as rectifying elements. The whole circuit acts as a 
rectifying antenna (rectenna). The rectenna consists of two branches with ten 111 radiating 
elements which are placed at half wavelength distance along a microstrip line. The received 
millimeter radiation is guided by the microstrip line to the two monolithic integrated 
Schottky diodes both terminated by a common radial line sector. The rectified signal is 
taken via two connected filter networks. 

Figure 1. Layout of the monolithic detector circuit 

p-Schottky barrier diodes are used as rectifying elements. The diodes are realized in a 
coplanar configuration (Fig. 2). A cross section of the diode is shown in Fig. 3. As base 
material high resistivity substrates are used (p>4000 Qcm). The fabrication process of the 
diodes is described elsewhere HI. Standard buried layer processes, Si-MBE for the growth 
of the epitaxial layer and standard photolithographic patterning and lift-off processes for 
Schottky and ohmic metallization are used. Gold electroplating is applied for the definition 
of the final metallization layer. 

DC-characteristics of the diodes are evaluated from I-V and C-V measurements. 
Series resistance, barrier height, ideality factor and junction capacitance strongly depend on 
doping parameters, diode geometry and anode metallization. By introducing a p+ - spike on 
the epitaxial p-layer a barrier height reduction down to 0.4 V is achieved. These diodes may 
be used in zero bias detectors. 

The detector chips are thinned to a thickness of 100 urn. The backside is metallized 
with electroplated gold. 
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Figure 2. SEM of a monolithically integrated Schottky barrier diode 

Schottky con 

1 
p-epitaxial layer 

ohmic contact 

\L SiO- 

Ö 
high resistivity silicon substrate p>4000 Qcm 

Figure 3. Cross section of a coplanar Schottky barrier diode 

CMOS PREAMPLIFIER 

Preamplification of the rectified RF signal is performed by a single stage inverting 
amplifier with a dc gain of 32 dB (cf. fig. 4) /8/. Amplifiers with differential inputs and two 
stages offering low frequency gains of around 70dB have also been realized on standard 
CMOS substrates (CZ, n-type, 4-6 Qcm, <100> oriented) and on high resistivity substrates 
(FZ, p-type, 5000-7000 Qcm, <100>). The float zone (FZ) substrate material is required to 
keep RF substrate losses low in the case of future monolithic integration of SEVIMWIC RF 
circuits with analog and digital circuit functions realized in CMOS technology. 

A comparison of these amplifiers and single MOS devices fabricated on both 
substrate materials showed a good similarity in electrical behaviour and a preservation of 
the high resistivity substrate characteristics outside the CMOS region. 

Problems to be kept in mind regarding CMOS on FZ substrates are increased leakage 
due to lower substrate doping, facilitated punch-through effects and the non-existence of 
internal gettering as exhibited by CZ-substrates. An alternative solution to these problems 
may be the usage of SOI substrates on high resistivity silicon 191. SOI substrates prevent 
leakage current, minmize parasitic capacitance, allow good isolation of the active devices 
and improve the overall speed of the CMOS circuits /10/. 
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The   results   so   far   offer   a   good   prospect   for   monolithically   integrated 
SIMMWIC/CMOS circuits in the near future. 
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i i 

-1.0 -0.5 0.0 

Vin (V) 
0.5 1.0 

Figure 4: DC transfer characteristic of the single stage amplifier 

HYBRID CONSTRUCTION 

The detector chip is combined with a CMOS preamplifier as a multi chip module 
(MCM) in a hybrid construction. This was done as an early stage of the combination of 
SIMMWIC technology with standard CMOS technology. Likewise not in every case the 
monolithic integration is possible or useful. The high frequency chip for mm wave 
detection and the low frequency chip for amplification are mounted on a common substrate 
material, a silicon substrate (Fig. 5). This hybrid technology offers some advantages over 
monolithic integration, e. g. different technologies for the monolithic integration can be 
used, different backside processing of the different chips is possible and there is a free 
choice of substrate potential for the single chips. Either conductive or non-conductive 
adhesive is possible. 

The SIMMWIC chip is mechanically thinned to a thickness of 100 um due to the 
microstrip design of the antenna while the CMOS chip remains unthinned. As mechanical 
carrier a 7.5 x 20 mm2 sized piece of an unthinned silicon wafer (<lll>-oriented, high 
resistivity material with a thickness of 280 um) is used. 

The silicon substrate material is thermally oxidized to a thickness of 1 um to avoid a 
conductive connection between the substrates of the CMOS and SIMMWIC chip. In this 
case, a conductive adhesive layer is used, but there is no problem in using a non-conductive 
adhesive. The signal connection is realized by one aluminium bond wire connecting the 
output of the rectenna to the input of the amplifier (see Fig. 5). The amplifier needs no 
special ground connection thus no further connection to the rectenna is needed. 
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Figure 5. Hybrid construction 

The RF/CMOS MCM is mounted in a 24 lead DIP ceramic package. The rectenna 
and CMOS amplifier connections are bonded with 25 urn diameter aluminum bond wires 
(Fig. 6). 

Figure 6. Photo of the RF/CMOS MCM in 24 lead DIP ceramic package 

RF MEASUREMENTS 

The hybrid construction was measured under far field conditions. A W-Band 
transmitting horn antenna was placed vertical above the hybrid chip and the preamplifier 
output signal was measured. For the following measurements a hybrid construction with a 
single stage CMOS preamplifier operated with double supply voltages of ±6 V and an 
amplification of 42 was employed. Because zero bias diodes were used a forward current 
biasing of the diodes gives no significant increase of the observed output signal. 

Figure 7 depicts the measured output signal of the CMOS amplifier as a function of 
the incident RF power density at a frequency of 94.6 GHz. As expected the measured 
output voltage is linearly increasing with incoming RF power. The sensitivity of the 
configuration is 1600 mV/mWcm'2 including a preamplification gain (32 dB) of the 
detected LF signal. The sensitivity without preamplifier is 38 mV/mWcm"2. 
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Figure 7. Output voltage as a function of incident power density S 

The measured output signal (with preamplification) as a function of frequency is 
shown in figure 8. 
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Figure 8: Output voltage as a function of frequency (S = 4.7 uW/cm2) 

The center frequency is 94.6 GHz with a 3 dB-bandwidth of 1.6 GHz according to the 
small-bandwidth layout of the antenna structure. Therefore this construction is well suited 
for selective detection of RF signals in the 95 GHz range. 

The H-plane radiation pattern of the packaged module is shown in figure 9. The half 
power beam width is 17°. The side lobe level is < -20 dB. 
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Figure 9. H-plane radiation pattern of the packaged module 
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CONCLUSION 

A 94 GHz SIMMWIC detector was combined with a CMOS preamplifier. Both chips are 
mounted on a common silicon substrate and connected via aluminum bond wires. The 
sensitivity of the MCM configuration is 1600 mV/mWcm"2 at 94.6 GHz including a 
preamplification gain (32 dB) of the detected LF signal instead of 38 mV/mWcm'2 without 
preamplifier. The fabrication of CMOS circuits on high resistivity silicon substrates is 
promising and should allow the cointegration of SBVIMWICs with CMOS signal processing 
circuits in near future. 
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ABSTRACT 

A Franz-Keldysh InGaAsP electroabsorption waveguide device is examined for dual- 
function operation in an externally modulated analog fiber-optic link. Either efficient 
optical modulator or photodetection is demonstrated with the same device by adjusting the 
device bias voltage. The dual function modulator/photodetector can be useful in compact 
transmit/receive front-end antenna architectures. 

INTRODUCTION 

Optical transmission of analog signals has potential use in high-speed antenna 
remoting and RF distribution systems. Depending on bandwidth, dynamic range, noise 
figure, and cost requirements, either direct modulation of a laser diode or external 
modulation using a waveguide modulator is used. External modulation is currently 
examined for the most demanding broadband link applications. However, two problems 
continue to plague the use of waveguide modulators, the limited spurious free dynamic 
range (SFDR) and the polarization sensitivity. Improvement in these two areas would 
provide attractive alternatives for several applications that could benefit from using high- 
fidelity, optical analog links. Improvement in SFDR and RF efficiency can be obtained by 
increasing the optical power used in the link. However, this demands large power- 
handling modulators and photodetectors. This paper addresses the power-handling and 
linearity performance of a waveguide component that serves both as ä waveguide 
modulator and a waveguide photodiode. 

WAVEGUIDE MODULATOR 

The majority of studies on improving the linearity of optoelectronic modulators have 
been geared toward the lithium niobate modulators. Recent work make use of dual parallel 
modulation [1], mixed polarization [2], or other compensation schemes [3,4] that cause 
partial cancellation of the nonlinear components. Disadvantages for these approaches are 
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the complexity of design and the tight tolerance requirements on the power splitters and 
recombining couplers. 

The current approach employs an electroabsorbing (EA) InGaAsP layer, operating by 
the Franz-Keldysh effect (FKE) [5]. Except for slight modal disparity between the TE and 
TM polarizations in the waveguide, this modulation mechanism is much less polarization 
sensitive [6,7] than other electroopic effects. An additional feature of electroabsorption 
modulators is small drive voltage [8,9], typically on the order of a few (< 5) Volts. 
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Figure 1. Two-tone linearity measurement of the optoelectronic devices a waveguide modulator showing 
fundamental (squares) and third-order intermodulation product (circles) signals. For the broadband 
measurement, with 43 mW (TM polarized) light incident onto the device, the extrapolated spurious-free 
dynamic range at 4 GHz is 106 dB-Hz2/3 with 2.6 mA of detector photocurrent. 

The structure of the device used in this letter is described in [10]. The active layer of 
the waveguide is a lattice-matched, 3500 Ä thick, InGaAsP (Aß = 1.24 jim) layer grown 
by OMVPE on n-type (S doped) InP substrate, sandwiched between p- and n-type InP 
layers, 1 ßm and 0.375 pm thick, respectively. An additional p+ InGaAs capping layer 
of 2000 A is grown for ohmic contact. Rib-loaded waveguide structures have 5 fim mesa 
widths and are cleaved to 120 pun length. The waveguide facets are also anti-reflection 
coated and coupled to single mode fiber. The reverse breakdown voltage is in excess of 12 
V. 
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As mentioned earlier, the primary concerns for the RF link are large SFDR and high 
RF efficiency. These are simultaneously maximized in broadband or multiple-octave 
applications by biasing the EA waveguide device at the maximum slope point on the DC 
transfer curve, where the second derivative is zero. This null point occurs at 2.0 V for the 
present device, which has a 3-dBe bandwidth of 11 GHz. The broadband linearity is 
investigated for the modulator biased at 2.0 V, and results of the two-tone measurement at 
4 GHz, with 20 MHz tone separation, are shown in Fig. 1. For this measurement, with 43 
mW incident optical power, the shot-noise-limited detector DC photocurrent is 2.6 mA. 
The dominant distortion is the third-order intermodulation term. The third-order intercept 
point (IP3) is -3.6 dBm (output referenced), thus the SFDR extrapolated to the calculated 
noise floor is 106 dB-Hz273. The measured RF link loss is -17.4 dB at this incident power 
and modulator bias, as shown in Fig. 2. 

-65 

f = 1.0 GHz; Bias = 2.0 V 

-5 10 15 20 

Input optical power [dBm] 

Figure 2. RF gain at 1 GHz versus input optical power of the optoelectronic device as a waveguide 
modulator. 

It should be noted that biasing the modulator at the point on the transfer curve where 
the third derivative is zero, gives a reduction in the third-order intermodulation term [10]. 
This is desired in high center-frequency, narrow-bandwidth (sub-octave) applications, 
because the second-order distortions are out of the passband. For the present device, the 
null bias is 2.93 V with 37 mW incident optical power. Biasing at this null point results in 
a 0.66 mA DC photocurrent at the detector and an extrapolated SFDR of 124 dB-Hz4/5. 
The dominant distortion is the third-order intermodulation term, which has a fifth-order 
power dependence. To maintain a high sub-octave and SFDR modulator performance over 
temperature, active modulator bias control is required. Simulation has shown that the 
modulator bias voltage must be maintained to better than ±3 mV to incur less than 5 dB 
SFDR degradation [10]. 
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WAVEGUIDE PHOTODETECTOR 

The EA device becomes a photodector when biased at 7.0 V to ensure a large 
absorption. Fig. 3 shows the detected RF signal power at 4 GHz plotted versus input 
optical power using two frequency beated YAG lasers. The measurement shows no RF 
saturation for power levels up to 4 mW, and the measured RF power agrees with values 
calculated from the measured DC responsivity of 0.45 AAV. Additionally, the DC 
responsivity is maintained to very large incident optical powers. The maximum 
photocurrent measured is 20 mA with the maximum incident power from the high power 
laser. 

The nonlinearity of the waveguide detector is investigated at the second-harmonic 
frequency of the 4 GHz signal. The second-order intercept point (IP2) is extrapolated to 
+34.5 dBm (output referenced) from the measured second harmonics. The third-order 
intercept point limits the narrowband dynamic range of the link the same was as IP2 limits 
the broadband dynamic range. Determination of this nonlinear intercept-point is presently 
limited by the low optical power available from the two beated lasers in our measurement. 

-6-4-2        0        2        4 

Input optical power [dBm] 
Figure 3. Detected RF signal power at 4 GHz plotted versus input optical power of the optoelectronic 
device as a waveguide detector. 

DUAL-FUNCTION OPERATION 

Previously, Giuliani, et. al. [11], have demonstrated a multifunctional amplifier- 
modulator-detector for digital photonic networks. Their two-electrode device acts as a 
modulator and power amplifier or as a pre-amplifier and detector. Our dual-function 
optoelectronic device has advantage in antenna applications where space is a premium. It 
eliminates the need for one optoelectronic device at the antenna front end, reducing 
component and optical fiber count which directly translates into space savings. Further 
packaging size benefit is obtainable if a reflection mode modulator is used resulting in a 
single-sided fiber pigtailed device. The reverse biased p-i-n diode modulator/detector 
requires an adjustable DC electrical bias to switch from modulator to detector operation. 
Microwave frequency conversion [12] or other signal processing may be done remotely at 
the site of the laser source making for a very simple antenna front end architecture. A 
schematic of a simplified antenna front end including the waveguide modulator/detector is 
shown in Fig. 4. The waveguide device works as a modulator in receive mode and a 
detector in transmit mode. The two modes can be remotely switched by control circuitry 
which can adjust the DC electrical bias with a switching time limited by the associated 
electronics. The modulation and detection characteristics of the semiconductor device are 
critical to this approach and our results show that little performance is sacrificed (5 dB 
added RF link loss due to reduced detector responsivity) in comparison to using a separate 
optical modulator and a dedicated 0.8 AAV responsivity detector at the antenna site. 
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CONCLUSION 

In summary, we have demonstrated dual-function operation, as both a modulator and 
photodetector, of an InGaAsP/InP waveguide device. We have achieved the highest 
reported link gain of -17.4 dB for a semiconductor EA modulator with a broadband and 
narrowband SFDR of 106 dB Hz2/3 and 124 dB-Hz4/5. The electroabsorption detector, 
has a DC responsivity of 0.45 AAV and output 1P2 of 34.5 dBm. This detector can handle 
20 mA of DC photocurrent. 
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Figure 4. Schematic of antenna feed network used for transmit/receive applications. The network 
includes: antenna [black triangle], optoelectronic device [gray box], and remote laser and receiver. 
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MICROWAVE PHOTONIC LINKS WITH VERY LOW (= 3 dB) 

AMPLIFIERLESS NOISE FIGURE 

Charles H. Cox III, Edward I. Ackerman, and Gary E. Betts 

Lincoln Laboratory, Massachusetts Institute of Technology 
Lexington, MA 02173-9108 

INTRODUCTION 

Applications such as antenna remoting and CATV signal distribution require analog 
fiber optic links with very low noise figure, NF, and large dynamic range. Even a large link 
NF can be reduced by preceding the link with a sufficiently high-gain amplifier. However, 
the higher the NF of the amplifierless link the less feasible this approach is in practice, 
especially when one is simultaneously trying to satisfy a large dynamic range requirement. 
Consequently it is important to minimize the amplifierless link NF. 

It has already been claimed that, under the constraint that the link input is passively 
and losslessly matched to the source impedance, 3 dB is the minimum amplifierless link NF 
that can be achieved [1]. This 3 dB limit, which we call the lossless passive match limit, is 
independent of the link gain, G. (We use "gain" here in the most general sense; i.e., we call 
insertion loss "gain" of less than 0 dB.) Unfortunately, the 3 dB limit has proven hard to 
achieve in practice, partly because all realizable passive impedance-matching circuits have 
some loss and possibly some impedance mismatch as well. 

In this paper we derive an expression for link NF based on an equivalent circuit model 
that takes into account two conditions not included in previously published models— 
namely, impedance matching circuit loss and impedance mismatch. In doing so we arrive at 
a general passive limit to fiber optic link NF, which can be less than 3 dB. The results 
predicted by this model correlate well with the measured performance of an experimental 
amplifierless external modulation link. When we had adjusted the modulator impedance- 
matching to maximize the gain of this amplifierless link we measured G=26.5 dB and 
NF=A2 dB at 150 MHz, as reported earlier [2]. Adjusting the matching circuit in this link 
for lower NF instead of maximum G has yielded measured results of NF=3.5 dB and 
G=25.2 dB. To our knowledge 3.5 dB is the lowest noise figure reported for an analog 
photonic link in absence of any RF amplification. Efforts are under way to adjust the 
modulator interface circuit impedance in such a way as to further reduce the NF, possibly 
to below 3 dB, at the expense of reduced gain. 
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BACKGROUND 

In a previous paper [2] we presented expressions for the available gain, G, and noise 
figure, NF, of an external modulation/direct-detection optical link in which both the 
modulator and photodetector are perfectly impedance-matched to the link input and 
output, respectively, using passive circuits. We repeat these expressions here in a form 
that is valid for both direct and external modulation links: 

G = US^KRM; (1) 

NF = 10 log (*2 -2    \ *■ 
IRIN     ''shot J     "77 2 + KK (2) 

In these equations Zu is the impedance of the modulation device—i.e., the external modulator 
or the directly modulated semiconductor laser. Additionally, R.M=Re{ZM}, k is Boltzmann's 
constant, 7=290 °K, No is the turns ratio of the lossless impedance transformer in the 
detector circuit, R0„t is the link's output load impedance, and i RIN and fshot are the spectral 
densities of the RIN (relative intensity noise) and shot noise photocurrents. The term g, is 
the coefficient of the first-order term in the generalized expression for photocurrent as a 
function of the voltage across the modulation device, as will be discussed further on. 

When equation (1) is substituted into the second term in the brackets of equation (2), 
it becomes clear that this term is inversely proportional to the quantity \gj\2\ZM\2/RM- If 
this quantity could be made very large, then equation (1) would approach its lower limit of 

NF = 10 log 2 + 1 
G 

(3) 

We have named the \IG term in equation (3) the passive attenuation limit because it is the 
same as the result one obtains for a passive attenuator. The equation also shows that the 

■minimum attainable NF for a link with perfect, lossless passive input and output matching 
circuits is 2, or approximately 3 dB. This limit, which we call lossless passive match limit, 
arises for reasons that are not intuitively obvious. We therefore give a derivation of the 3 dB 
limit in this paper, followed by some brief intuitive arguments that explain its existence. 

ANALYSIS OF LINK WITH LOSSLESS IMPEDANCE MATCHING CIRCUITS 

Figure 1 shows an equivalent circuit for an intensity-modulation/direct-detection 
optical link with perfect and lossless input and output impedance matching circuits. At 
any frequency one can represent the modulation device and the detector (usually a reverse- 
biased photodiode) as impedances whose real parts are physical, ohmic resistances. In the 
detector, photocurrent iD is generated in proportion to the intensity of optical illumination, 
which in turn depends upon the voltage vM across the modulator or directly-modulated 
laser. We can express this relationship between iD and vM most generally as a Taylor series: 

iD = 'o + £iVM sin cot + g2 (vM sin atf + & (vM sin cotf +... , (4) 

where CO is 2JC times the modulation frequency, and where the magnitudes of coefficients i0, 
gi, g2, etc. are dictated by the type of modulation device and its bias condition, as well as by 
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the total optical insertion loss between the optical source and the photodetector.    The 
coefficient g„ has units of A« V""". 

WV      *M     V« Wn 

T^H %m 
Figure 1. Equivalent circuit of an intensity-modulation/direct-detection optical link with perfect, lossless 
input and output impedance matching circuits. 

The equivalent circuit also includes thermal noise voltages generated by the ohmic 
resistive portions of the input source, modulation device, and output load impedances. 
Reactive circuit elements transform the real parts of the device impedances so that from the 
input and output ports the link looks the same as, respectively, the source and load 
impedances. Using this equivalent circuit one derives the link's available gain G as follows: 

G = 
p,. 

(5) 

where 

(jitf        |   out | out 

= \iD(a>)\2NlR0„: 

For small signals, I iD((o) I = I gj I* I vM I, so 

, ,2|/J2|ZJ2ä, 

Ru 
■KK. 

(6) 

(7) 

(8) 

(9) 

Substituting equation (9) and the expression for available input power, 

'inpv ~ |';» I   *\« ' 
(10) 

into equation (5) yields equation (1) for G. 
Equations (9), (8), and (6) show how currents arising from the thermal noise voltages 

translate into total thermal noise power spectral density at the link output. That* is, 

N     = 
2R,_ 

Z„*A 

Ru 
-KR,»,+ 2RU 

?, \2\Zu\
2NlR ,+ 31 |   |      M \ D      out 2R 

*„, ■ (ii) 
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Similarly, equation (7) shows how the photodetected laser relative intensity noise (RIN) 
current and shot noise current (see Figure 1) create additional noise at the link output: 

~N =(r'2   + f )N2R (12) 

The thermal noise voltage spectral densities in equation (11) are calculated as follows [15]: 

|vw I* = UTRin ;      | vNM f = 4kTRM ;      |v^ f = 4kTRM ; (13), (14), (15) 

and therefore the total noise spectral density at the output of the link is: 

^„.,=^^+^,»,,^,=UTG + {em+t,)KRu+kT. (16) 

b     rbb' "b 
■AAMq (*> 

■b'e 

Source 

Cb'e       ® 

Load 

Figure 2. Hybrid-it small-signal equivalent circuit of a bipolar junction transistor (after [17]). 

EEE standards [16] define noise figure as "the ratio of the available output noise power per 
unit bandwidth to the portion of that noise caused by the actual source connected to the 
input terminals of the device, measured at a standard temperature of 290°K"—i.e., 

NF = 10 log 
N_ 
kTG 

(17) 
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POINT 
NO. 

FREO. 
(GHz) 

REFERENCE 

1 0.06 MIT LINCOLN LAB 

2 0.15 MIT LINCOLN LAB 

3 0.9 GE 

4 0.9 GE 

5 0.8 MIT LINCOLN LAB 

6 3.9 UT PHOTONICS 

7 20.0 MIT LINCOLN LAB 

8 10.0 NAVY 

■    DIRECT MODULATION 

POINT 
NO. 

FREQ. 
(GHz) 

REFERENCE 

9 1.8 MIT LINCOLN LAB 

10 0.9 GE 

11 1.5 MIT LINCOLN LAB 
12 12.0 GE 
13 9.0 LASERTRON 

14 11.0 WEST1NGHOUSE 

Figure 3. Published insertion gains and noise figures for experimental optical analog links. 
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Substituting equation (16) into this expression yields equation (2). 
The above derivation has shown that the lossless passive match limit of NF=3 dB 

occurs for any two-port, three-terminal active device in which the entire real part of the 
input impedance is ohmic. Because intensity-modulation optical links fall into this 
category they differ from many other active two-ports. For instance most transistors, 
including BJTs and MESFETs, have input impedances with real parts arising not entirely 
from physical, ohmic resistances. In the hybrid-7t small-signal equivalent circuit of a BJT 
shown in Figure 2, the base-spreading resistance r^ ■ contributes thermal noise due to its 
ohmic nature whereas the element 7Ve (which together with Q,'e usually dominates the 
input impedance of the transistor) does not. As a result, the minimum noise figure for a 
bipolar transistor has been shown [17] to be: 

NFab = 10 log 1+ ,2g,^+l 
US* 

(18) 

where g,„ is the device's transconductance.  Equation (18) shows why a BJT's noise figure 
can be, and often is, less than 3 dB. 

EFFORTS TO MINIMIZE NOISE FIGURE 

Figure 3 shows the measured amplifierless optical link gains and noise figures reported 
by various researchers [1-14]. Most of these links have noise figures much greater than the 
lossless passive match limit of 3 dB. This situation can be attributed to the fact that, in 
practice, low link noise figure occurs only when several conditions are met simultaneously; 
we describe these conditions here and corroborate them using the equations above. 

Notice in Figure 3 that the external modulation links generally have lower noise figures 
than the direct modulation links. This occurs because the only lasers that can be directly 
RF-modulated are semiconductor lasers, which generally have much greater RIN than the 
solid-state lasers that can be used in an external modulation link. 

Equation (2) illustrates that, no matter how small the contribution of RIN, to achieve 
low noise figure also requires that the RF gain G be maximized. Previously [1,3, 10-12] we 
have shown how narrowband impedance matching to the modulator and detector results in 
greater G. Equation (1) in this paper, which is valid for the case where impedance-matching 
has been applied to both devices using lossless passive circuit elements, shows that G is 
proportional to a sensitivity term \gi\2\ZM\2IRM. Most external modulation links use Mach- 
Zehnder interferometric modulators, for which the sensitivity can be expressed as follows: 

I 7   I2      n2 C2   P1 I 7   I2 

i&l*lfd_ = !kifs^Ll±-LCoS»0j (19) 
1 ''    K 4V„2      RM 

where r]D is the detector responsivity, Gopt is the laser-to-detector optical insertion gain (less 
than 1 for a link without an optical amplifier) including the insertion loss of the modulator, 
and PL is the optical power output of the laser. The term VK is the bias voltage necessary to 
impose an optical phase shift <p=K between the two arms of the interferometer. Maximum 
sensitivity occurs at <p=n/2. 
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In [2] we described an external modulation link for which BIN was very low (less than 
-175 dB/Hz) and sensitivity was maximized by using a low-F^ (0.65 V) Mach-Zehnder 
interferometer to modulate a laser with substantial output power (PL=400 mW). As was 
shown in Figure 3, this link achieved G=26.5 dB and NF=4.2 dB. What is not conveyed by 
Figure 3 is the fact that we had used an adjustable optical attenuator to step PL gradually 
from about 1 mW up to 400 mW, and that the measured noise figures asymptotically 
approached a value near 4 dB instead of the 3 dB predicted by equation (3) for large G. 

Equation (3) is based on a model of the link that assumes the modulator interface 
circuit is lossless and achieves a perfect match to the RF source. In the analysis that 
follows we reject this assumption and reach two important conclusions about noise figure: 

I In the case of perfect impedance matching, loss in the modulator interface circuit 
increases the lower limit from 3 dB to a value equal to 3 dB plus the circuit loss in dB, and; 

II The lower limit is also a function of the impedance mismatch between the RF source 
impedance and the link input impedance, and is not at its lowest in the case where these 
two impedances are equal (perfectly matched). 

ANALYSIS OF LINK WITH CIRCUIT LOSS AND IMPEDANCE MISMATCH 

Figure 4 shows the equivalent circuit for the intensity-modulation/direct-detection 
optical link already shown in Figure 1, but with some important changes. Instead of 
transforming RM (the real part of the modulator impedance) to source impedance Rim the 
lossless transformer makes the modulator appear to have resistance R'. Matching circuit 
loss is then simulated by using a combination of series and parallel resistances (Rj and R2, 
respectively) resulting in the purely real impedance Rlink. To simulate any complex link 
input impedance we add a component with reactance Xn„k in series with this configuration. 

It is desirable to express the resistances Rj and R2 as a function of the circuit loss they 
impose on the link. This can be done by looking at the perfect-match case where ZUnk=Rin, 
in which caseXu„k=0 and R -Z", and: 

Rak=R1+{R2\R'),    or equivalent^,     ^=^"^ (20), (21) 

Given that 

Z" = R2 IK» + *,) = 
RM R2 + Rl R2 

RIM +Ri + R2 

we arrive at 

R _RL~ Ri 
R, 

and 
D2          T>2 

R> _  KIM ~ Kl 

R,M 

(22) 

(23), (24) 

At this point the derivation above which produced equation (2) for G of a link with lossless 
impedance-matching circuits (which we hereby call Gtossiess) can be repeated line-for-line to 
yield an expression for G of the link in Figure 4 that includes the effects of circuit loss: 
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r-\„  I2   Z"      R,M~Rl »,2 p     _ R,;«k ~RlC (25) 

Defining 

G = GM GloSSUS,  > 
(26) 

where Gu is the circuit's excess gain (less than 1 for a passive circuit), it is clear that 

R,:.L — Rj 
G„=- 

R**+Ri 
(27) 

and therefore 

^ = 
1-G. 
1 + G„ 

*■/?». /? - 4G"  /? and 7?' = 
4G„ 

(1 + GM)' 
/?,, (28), (29), (30) 

These equations make sense because removing the lossy elements from Figure 4 should yield 
GM=1 (so that G^Gi0ssiess), which is equivalent to setting Rj=0 and R2=°°. Repeating the 
gain derivation yet again for ZlinkjRin yields: 

G 4*„,t*,„ 

K+RS Ru 
GUKRM, (31) 

which is valid for any link input impedance and for any amount of modulator interface 
circuit loss. In the case where Zlir,k=Riink=Rin and GM=1 this gain reduces to the expression 
that was valid for the perfect lossless match case [equation (2)]. 

With the resistances/?; andi?2 now expressed as functions of the loss they represent, 
it is possible to derive the noise figure as a function ofthat loss as well. Figure 4 shows the 
thermal noise voltages generated by these two impedances. Including these two additional 
noise voltages in the derivation yields the following expression for noise figure: 

NF = 10 log 
Ul-Gu R,M ^l-Gjjl + G^ + jl-G^Rj 

1 + GM R, 1 + G„ 

Rl{R^+R,S 
GURIMRi.\RU+Zu\ 

4GMRIMR„ 

kTG 
(32) 

Equation (32) was derived for the case where Xu„k=0 in order to simplify the expression and 
more clearly illustrate the points I and II that we mentioned above and repeat here—namely: 

I In the case of perfect impedance matching (i.e., when Rn„k=Rm and ZM '=Ru), loss in 
the modulator interface circuit (GM < 1) increases the noise figure's lower limit from 3 dB to 
a value equal to 3 dB plus the circuit loss in dB; i.e. for very large G, 

NF = 10 log ,    !-G„    1- 1 + - rM- + - 
1        1 

l + GM    1 + GM GM   Gu 

■■ 10 log 
_2_ 

G„ 
= 3dB + 10 log 

1 
(33) 

251 



This is what we have named the general passive match limit [2]. The above analysis has 
helped to explain why the lowest noise figure that we achieved previously was about 4 dB. 
As we reported earlier [2], we separately measured the insertion loss of the circuit we used 
to impedance-match the modulator in our link, and had found it to be 0.7 dB. Additionally: 

H From equation (32) we see there is a general passive limit that is a function of the 
impedance mismatch between the RF source impedance and the link input impedance. This 
limit is not minimized when these two impedances are equal, as is most clearly illustrated 
when the circuit loss is ignored (i.e, when GM = 1), in which case for very large G, 

NF = 10 log 1 + R2M, + R<S 
Rw*Ri.\Ru+Zu\ 

(34) 

Note that for perfect impedance matching equation (34) reduces to the lossless passive 
match limit of 3 dB. It appears from this expression that the key to circumventing the 
lossless passive match limit is a modulator interface circuit that would make the second term 
less than 1, using high-Q components in an effort to also minimize the interface circuit loss. 

i—AA/WO 
+ 

t Ox   r 
Same detector 

interface circuit 
model as in 

Figure 1 

Figure 4. Equivalent circuit for an intensity-modulation/direct-detection optical link with arbitrary input 
impedance Z/,„fc and resistors R] and R-2 to simulate loss in the modulator interface circuit. 

EXPERIMENTAL RESULTS 

Using the same external modulation link components described in [2], we adjusted the 
capacitance and inductance in the modulator interface circuit while monitoring the 150 MHz 
performance on a noise figure meter. The lowest noise figure we were able to obtain was 
3.5 dB, at the expense of some gain (G=25.2 dB compared to 26.5 dB for the perfect match 
case). Although to our knowledge this is the lowest noise figure that has been achieved for 
an amplifierless optical link, it is still in excess of the 3 dB lossless passive match limit we 
were hoping to circumvent by varying Zu„k. The interface circuit in the link had been 
originally designed to perfectly match the modulator impedance to 50 Q., and not for 
maximum adjustability. Currently under way is the assembly of a circuit that should allow 
us to achieve almost any value of ZM. We plan to report measurements of link noise figure 
for a broad range of input impedances, and also to compare these results with those 
predicted by the model we have presented here. 
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CONCLUSIONS 

3 dB is the lowest NF that can be achieved for an amplifierless optical link with 
perfect lossless impedance matching to the RF source. However, investigation of circuit 
loss and impedance mismatch effects has shown that circuit loss increases the minimum link 
NF, whereas impedance mismatch should enable a reduction of NF to below 3 dB. 
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INTRODUCTION 

Polymer optical waveguides are being used in next generation mixed signal 
Transmitter/Receiver multi-chip module combining photonic and microwave monolithic 
integrated circuits (MMICs) technologies. The optical interconnections for the multi-chip 
module is becoming an important issue due to the development of MSM photodetector on the 
MMICs. However, optical chip-to-chip interconnects require low-loss, wide-angle, and high 
accuracy in a short propagation length presenting restrictions to waveguide design. The use 
of polymer optical waveguides have a number of advantages over optical fiber such as 
flexible chip-to-chip interconnection, low cost, and easy fabrication. Additionally, polymer 
waveguide processing technique is compatible with a variety of semiconductor materials (Si, 
GaAs, InP), and can be fabricated with low loss (<1 dB/cm)1 as compared with 
semiconductor slab waveguide. These characteristics are important for applications in high 
speed signal distribution in multi-chip module incorporating both MMICs and hybrid 
optoelectronic integrated circuits (OEICs). 

Optical beam splitters are important components for signal distribution in optoelectronic 
T/R modules. The conventional Y-junction beam splitters suffer severe radiation losses when 
the branching angle is larger than 2 degrees2-3. The main reason for the radiation loss is due 
to the optical phase mismatch between the input waveguide and two output waveguides. 
Many efforts have been proposed to reduce the radiation loss. Ulrich et al. demonstrated 
self-imaging properties of multimode waveguides to avoid the branching waveguide and to 
reduce the scattering loss of waveguide4. Heaton et al. demonstrated a GaAs/AlGaAs 
integrated optical 1 to N beam divider which uses symmetric mode mixing in center-fed 
multimode waveguide5. This technique has the advantage of making the device shorter, and 
less sensitive to fabrication tolerances. However, the overall fabrication process is still 
complicated. 

Another method called phase front accelerator exhibits a lower refraction index at central 
of the junction6-7. More, integrated microprisms were adopted by many research groups8-9 . 
However, all the methods reported before only show the theoretical analysis and simulation 
results. The difficulties in fabricating this kind of beam splitter are controlling of the 
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refraction index for the waveguides and the prism at branching area, and the high complexity 
fabrication processes of using materials with different refraction indices. 

In this paper, we introduce the processes to fabricate the polymer waveguides, and then 
take advantage of the ease of fabrication of polymer waveguides to demonstrate two type of 
beam splitter: center-fed mode mixing beam splitter and hybrid Y-junction beam splitter. The 
comparison of this two types of beam splitters is made. Both types of beam splitters can be 
fabricated on low temperature co-fired ceramic incorporating Si, GaAs components as found 
in standard multi-chip modules. The applications of the polymer waveguide for the multi- 
chip module is briefly introduced. 

WAVEGUIDE FABRICATIONS 

The requirements for material used in optical waveguide fabrication are fast cured 
response, ability to form hard film, and adhesion to substrate. In addition, they have some 
other requirements including refraction index control, and the need to maintain a consistent 
physical shape and optical performance in environments specific to high-speed electronic 
application. 

The staring material is a commercially available spin-on polymer (Norland 81, 68)10. 
This polymer, originally designed as a single part adhesive for optical elements, is a clear, 
colorless, liquid photopolymer that is cured when exposed to ultraviolet (UV) light within 
range of 325-375 nm. Norland 81 and 68 has an index of refraction of 1.56 and 1.54, 
viscosity of 300 and 5000, respectively. 

o 

He-Cd Laser Attenuator XY-Controller 

Figure 1. Experimental setup for laser direct writing technique. 

GaAs wafer were used as the substrate material to emphasize the applicability to GaAs 
based MMIC system. Because of the index of refraction of GaAs is about 3.7, a cladding 
layer is needed to act as a buffer layer. After finishing the processing for the cladding layer, 
the polymer for the core is spread on the top of the cladding layer. After spinning, the 
polymer is patterned by exposing it with the laser writing system as shown in Fig. 1. The 
laser writing system consisted of a He-Cd laser with wavelength 325 nm and 442 nm and 
imaged via a series lenses to project onto a set of computer-controlled XY stages. After 
exposing, the pattern is developed by rinsing the polymer in acetone. The unexposed regions 
rinse away, leaving a patterned channel waveguide on the cladding layer. 

The measured minimun physical dimensions of thickness and width are about 1 (im and 
5 ^m, respectively. The measured results suggested that the lower incident energy with high 
scan speed produce the minimum dimension of waveguides. 
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DESIGN, FABRICATION AND TEST OF CENTRAL 
MODE-MIXING COUPLER 

The proposed polymer optical beam splitter based on the self-imaging effect in center-fed 
multimode waveguide is shown in Fig. 2. The GaAs wafer was used as the substrate 
material to emphasize the applicability to OEICs' system. The core of the waveguide has a 
higher refraction index than the cladding to guide the light in the waveguide at the core- 
cladding interface. This device has one single-mode input waveguide, one multimode 
waveguide, and two single-mode output waveguides. The l-to-2 beam splitter is designed 
by using symmetric mode mixing in center-fed multimode planar waveguide. The electric 
field of the light in the input guide is assumed to be symmetric. The field amplitude E(x,z) in 
the multimode waveguide can be written as a sum of symmetric modes5, 

N 
E(x,z)=    I      En cos(D£ x) expjkznz (1) 

n=l,3,5,.. W 

where N is the total number of modes in the waveguide, En is the complex amplitude of each 
mode, w is the width of the multimode waveguide, kzn is the propagation constant of n-th 
mode and is defined as kzn = k - n27t2/(2w2k), where k = 2nc%l\0, nc is the refractive index 
of the core material, and X0 is the free space wavelength of light. 

Light in 

Light out 

Figure 2. Schematic diagram of 1 to 2 polymer optical beam splitter. 

The simulated field intensity distribution from Eq. (1) in the z-direction for the 
multimode polymer optical waveguide is shown in Fig. 3. A value of nc =1.56, w = 80 iim, 
and X0 = 630 nm is assumed in this simulation. In Fig. 3(a), two sharp resonant modes are 
observed at the location of z = 7.9 mm with space of 40 urn. The different output number of 
waveguides is shown in Fig 3(b). It is obvious that the more output waveguides, the shorter 
the device under the same cavity width. The device fabrication is based on the simulated data 
for output number of two. 

A He-Ne laser is used as the source to test this beam splitter. The output is monitored by 
a laser beam analyzer and power meter. As shown in Fig. 4, two output beams with similar 
intensity are clearly observed. The higher order modes can also be observed in Fig. 4 and are 
due to the larger dimensions of the waveguide. The measured power coupling is about 5 dB 
rather than the expected value of 3 dB. This is because of the coupling loss from a fiber to 
the input waveguide. 
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(a) 

1 to 2 atz =7.9mm 
1 to 4 atz =4.0mm 
1 to 8 atz = 2.0mm 

UflJ^irrJ. - V -T- /. -, h\ \i J^LJ-JSJ t^\ \<\ 

-40 -30 -20 -10 0 10 20 30 40 

Cavity width (urn) 

(b) 

Figure 3.   The simulation results of the center-fed mode mixing waveguide; (a) 3-D 
profile, and (b) the 2-D intensity profile for N = 2,4, and 8. 

DESIGN, FABRICATION AND TEST OF LOW-LOSS, LARGE-ANGLE 
Y-JUNCTION COUPLER 

The conventional Y-junction beam splitter and the new proposed hybrid polymer beam 
splitter are shown in Fig. 5. The refractive index of the input, output waveguides and 
microprism are ni, n2, and np, respectively. The microprism has a lower refractive index 
than the optical waveguide (np<ni, n2). The input light incident to the polymer waveguide 
passes through the microprism directly coupling to the two branches. The microprism causes 
additional phase delay to compensate the optical phase at the junction, therefore the phase- 
front of the optical wave can be bent with minimum radiation loss. The light path can be 
traced by using simple geometric optics, with the branching angle 0 calculated by using 
Snell's law. In our design, a value of ni = n2 = 1.56, and np = 1.5 was chosen based on the 
selected material, resulting in a calculated branching angle 6 of about 4.5°. A conventional 
Y-junction beam splitter was also designed with the same branching angle, and was used to 
compare with the new optical beam splitter. 

A He-Ne laser at wavelength of 632 nm was coupled through a single mode fiber and 
used as the input light to the polymer waveguide. Fig. 6 shows the 3-D output light intensity 
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Figure 4. Measured 3-D output beam profile of the multimode waveguide. 

Figure 5. The Y-junction beam splitters, (a) conventional structure, (b) proposed hybrid 
beam splitter incorporating a microprism. 

profile at the near-field for the same beam splitter. Two similar output beams are observed. 
However, the radiation intensity profile is also observed beside these beams. This radiation 
loss is due to the optical phase mismatch between the input waveguide and two output 
waveguides. 

Fig. 7 shows the 3-D output light intensity profile of the newly designed hybrid beam 
splitter with a microprism. It is clear that the two output beams are more distinctly separated 
than in the conventional Y-junction beam splitter. The radiation loss is minimized due to the 
phase compensation through the microprism. The measured insertion loss is about 4 dB 
rather than the theoretical expected value of 3 dB. This is because of the coupling loss from 
the fiber to the input waveguide. Meanwhile, the insertion loss for the conventional Y- 
junction polymer beam splitter with same branching angle is about 6 dB which is 2 dB 
higher than the hybrid beam splitter. 

In addition, another advantage of using polymer waveguide rather than the 
semiconductor waveguide is the refractive index of polymer and microprism are compatible 
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(in the range of 1.5 to 1.7). This advantage will reduce the light reflection at the interface 
which is caused by the index mismatch between the two media. 

Figure 6. The 3-D output light intensity profile of the Y-junction beam splitter. 

Figure 7.  The 3-D output light intensity profile of the hybrid Y-junction beam splitter 
incorporating a microprism. 

APPLICATIONS 

One of the important applications of using the polymer waveguides is for MMIC multi- 
chip module. The low temperature co-fired ceramic (LTCC) is used as the substrate and 
package material. The LTCC is a recrystallizable ceramic tape process, which can be stacked 
and fired to fabricate custom packages, circuits, and modules. The use of LTCC allows 
multi-layers for RF and DC electrical distribution, and buried capacitors and resistors 
reducing the circuit size, weight, and parasitic effects. 

The designed modules include multiple layers, and each layer contains a portion of 
circuits, transmission lines. The polymer waveguide can also be fabricated on one of the 
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layers and then stacked each layer together, and co-fired to a single piece as shown in Fig. 8. 
After these process, the MMIC chips are then mounted on the substrate. 

Clad layer, metallized top for lid 

MMICs, ASIC, OEICs 

Core layer for polymer waveguides, 

overlay metallization for wire bond 
replacement 

Cladding layer for polymer waveguides, 

laser drilled holes for optical and metal 

vias, fiber alignment groove 

LTCC, thick film alumina 

multi-layer circuit 

Matrix metal base 

Machined pedestals for chips 

Figure 8. Multiple layers of low temperature cofired ceramic. 

CONCLUSIONS 

Polymer waveguides are envisioned to perform chip-to-chip, as well as chip to package 
interconnects in MCM. In this paper, we demonstrate polymer optical beam splitters based 
on the self-imaging effect in center-fed multimode waveguide. This type of beam splitter can 
be extended to contain more output ports (1 x N) which would be useful for optical signal 
distributions networks (i.e. greater distribution capacity). This type of beam splitter will 
allow for more efficient use of space in high density packaging. 

We also have demonstrated a wide-angle hybrid polymer optical waveguide beam splitter 
incorporating microprism for bending the optical light. It has been shown that the radiation 
loss is small with relatively wide branching angle as compared to the conventional Y-junction 
beam splitter. This kind of beam splitter also shows a great flexibility to change the 
branching angle of the light. For example, a branching angle of 13° can be achieved by 
selecting the material with refractive index of 1.7 from commercially available polymers or 
polyimides. Further increase the branching angle is attainable by rotating the microprism11, 
or using the multiple microprisms12-13. 
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ABSTRACT 

HBT VCO is used as an example to demonstrate the low voltage operation of 
MMIC devices at millimeter-wave frequencies. The VCO is operated at 1.5 V DC supply 
and consumes less than 10 mA. DC-to-RF conversion efficiency is above 10% at 26.5 
GHz and 5% at 33.5 GHz, respectively. Its phase noise levels at 100 kHz and 1 MHz 
offset frequencies are -80 dBc/Hz and -110 dBc/Hz, respectively. 

INTRODUCTION 

Low voltage operation is not only a trend in digital circuits but also in analog 
circuits . It became a challenge for RF circuit design, especially for those circuits 
requiring linearity, power output, and efficiency2. Typical examples are power amplifiers 
and oscillators. In these circuits, performance usually degrades as bias voltage decreases 
because the knee voltage of transistor limits the voltage or current swing and start to 
affect the linearity and output power at its fundamental frequency. 

On the other hand, as the wireless communication of voice, video, and data grows, 
the increasing demand of channels and bandwidth is driving the transceiver systems 
toward millimeter-wave frequencies3. A typical example is Local Multipoint Distribution 
Service (LMDS)4. The Federal Communications Commission (FCC) has proposed the 
31-31.3 GHz band for two-way LMDS operations. Since the maximum available gain 
(Gmax) has a 20 dB roll-off per decade approaching its cutoff frequency, devices with 
high cutoff frequencies are critical in developing millimeter-wave circuits. 

In this paper, we use Voltage Controlled Oscillator (VCO) as an example. Low- 
phase noise VCO is a key component in radio front end. At millimeter-wave frequencies, 
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VCO's built by HBT devices deliver lowest phase noise comparing to other high- 
frequency devices5,6. We have built MMIC VCO's in Ka-band using InGaAs/InP HBT 
technology and demonstrated the lowest phase noise published so far7. Its phase noise 
levels at 100 kHz and 1 MHz offset frequencies are -80 dBc/Hz and -110 dBc/Hz, 
respectively. Particularly, these VCO's are operated at only 1.5 V DC supply voltage and 
current consumption is only 6.8 mA at 26.5 GHz and 9.5 mA at 33.5 GHz, respectively. 
Their DC-to-RF conversion efficiency is above 10% and 5% throughout the tuning ranges 
of two VCO's at 26.5 GHz and 33.5 GHz, respectively. In addition, Coplanar Waveguide 
(CPW) structure is implemented in the design to eliminate via hole processing and thus 
reduce the cost. 

DEVICE TECHNOLOGY AND FABRICATION 

The device used for this VCO is MGaAs/InP HBT. The InGaAs/InP HBT wafer 
was grown in the Metal-Organic Molecular Beam Epitaxy (MOMBE) system. The HBT 
device used in the VCO has an emitter size of 3 ^m X 10 um. The collector doping and 
thickness were 1 X 1016 cm"3 and 500 nm, respectively. The short-circuited current gain 
cutoff frequency fr is 100 GHz and the maximum oscillation frequency/^ is greater than 
60 GHz (Fig. 1). The maximum available gain at 30 GHz is 7 dB with a collector current 

of 15 mA. 

m 
T3 
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Figure 1. Short-circuited current gain and maximum available gain of InGaAs/InP HBT at VCE - 1.5 V and 

IE=15mA. 

SiOz was used for passivation as well as the dielectric layer of MM capacitor. To 
reduce the parasitic capacitance and support the cross-over bridges used in CPW 
structure, polyimide (er = 2.0) with thickness of 1 (xm was used. Since the ground plane is 
on the same side of the circuitry in CPW structure, via hole back side processing is not 
required. 
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CIRCUIT DESIGN 

The VCO and Phase-Lock Loop (PLL) together provide a stable reference signal 
source for up/down conversion in communication systems (Fig. 2). The oscillators were 
designed in a CPW structure using common base configuration. The schematic is shown 
in Fig. 3. The negative resistance of oscillator is realized by a transistor in common base 
configuration whereas the varactor is realized by a base-collector junction of transistor. 
Though the common base configuration is used in low power oscillator design, it 
provides an advantage of broadband tuning8. 

LNA BPF        Mixer      BPF AGC 

Antenna 

1 
Diplexer or Switch 

Hg)-S££ 
IF OUT 

VCO Prescaler 

rt 
SHgH 

HPA Driver       BPF Mixer      BPF IF AMP 
IF IN 

Figure 2. System diagram of a wireless transceiver. 
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Figure 3. Schematic of VCO circuit. 

The base of the HBT is connected to the ground through a CPW short-circuited 
stub functioning as an inductor to increase the negative resistance. The resonant tank 
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determining the oscillation frequency is connected to the emitter. The varactor is inserted 
in the resonant tank to provide frequency tuning. The collector is connected to the VCO 
output port through a section of CPW line for impedance matching. Since the small- 
signal maximum available gain of the transistor at 33.5 GHz is not high enough, the 
small-signal negative resistance is not large enough to initialize the oscillation. Therefore, 
in the 33.5 GHz oscillator design, a low-impedance quarter-wavelength transformer is 
essential to reduce the load impedance from 50 Q. to a much lower impedance. For the 
26.5 GHz oscillator design, the negative resistance at collector is high enough to start the 
oscillation at this frequency. No impedance matching is required and a simple 50 Q, line 
is used. 

A typical problem associated with CPW circuit design is the excitation of coupled 
slot mode(even mode). This usually happens near the discontinuities in a circuit. To avoid 
this problem, cross-over bridges were used at discontinuities to suppress even mode and 
support the odd mode(CPW mode). 

DC bias lines were designed by using quarter-wavelength high impedance lines 
and Metal-fnsulator-Metal (MM) capacitors to create RF chokes at oscillation 
frequencies. 

Two oscillators were designed. One has center frequency at 26.5 GHz and the 
other has center frequency at 33.5 GHz. The layout of the chip size is 1.75 mm X 1.2 mm 
for both oscillators (Fig. 4). 

(a) (b) 

Figure 4. Layout of the VCO. (a) 26.5 GHz, (b)33.5 GHz. 

RESULTS 

Frequency tuning and output power were measured at the bias condition of VCE = 
1.5 V (VBE ~ 1.0 V and VCB ~ 0.5 V). The emitter current IE was 6.8 raA for VCO at 26.5 
GHz and 9.5 mA for VCO at 33.5 GHz, respectively (Fig. 5). With varactor tuning 
voltage from 0 V to 1.5 V, the frequency tuning range is 1.42 GHz for VCO at 26.5 GHz 
and 0.75 GHz for VCO at 33.5 GHz, respectively. The DC-to-RF conversion efficiency 
within the tuning range is above 10 % for VCO at 26.5 GHz and 5% for VCO at 33.5 
GHz, respectively. The measured phase noise levels at 100 kHz and 1 MHz offset 
frequencies are -81 and -112 dBc/Hz for VCO at 26.5 GHz and -79 and -107 dBc/Hz for 
VCO at 33.5 GHz. 

The capacitance tuning performance of varactor was also measured at 18 GHz 
(Fig. 6). Capacitance tuning ratio is 1.47:1 from 0 V to 1.5 V. Quality factor increases 
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from 12 at 0 V to 56 at 1.5 V. Series RC model is assumed and the data was extracted 
from one-port S-parameter measurement on Network Analyzer. Though the quality factor 
of varactor at 0 V bias is not high, it does not affect the output power and the overall 
quality factor of the oscillator remains about the same level. 

28 

27 

O 

£  26 

25 

9^.   ■♦.■■»..■«■ TJ> 

S m •a 

o 

-10 

1 2 

Varactor Voltage (V) 

0 12 3 

Varactor Voltage (V) 

Figure 5. Frequency tuning and output power of VCO. 
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CONCLUSION 

The features of low DC power consumption, high efficiency, and low phase noise 
enable this HBT VCO technology to be applied to low-voltage millimeter-wave 
communication systems. Coplanar waveguide circuit design approach was discussed in 
this paper. With CPW topology, the VCO circuit can be easily integrated with other 
digital circuits without additional via hole back side processing as in microstrip circuits. 
This simplifies processing steps in fabrication and increases the yield in production. It 
also demonstrates the feasibility of integrating low voltage VCO with prescaler, PLL, and 
other low voltage digital circuits to have a millimeter-wave synthesizer on a single chip. 
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A TRIPLE-GATE MESFET VOLTAGE VARIABLE ATTENUATOR 
FOR MDDLIMETER-WAVE APPLICATIONS 

Maureen Daly, Ravi Khanna, and Dylan Bartle 
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Woburn, Massachusetts 

ABSTRACT 

A GaAs MMIC Voltage Variable Attenuator (WA) has been developed for use at 
millimeter wave (MMW) frequencies incorporating triple-gate 0.25 urn power MESFET 
devices. This circuit exhibits exceptional power handling capabilities at all attenuation 
states, handling a minimum of 10 dBm input power, which occurs at it's 3 dB attenuation 
state, and greater than 26 dBm while operating in it's minimum attenuation state. The 
triple-gate WA measures 1.7 dB in the low attenuation state and greater than 32 dB in 
the high attenuation state at 30 GHz. Additional on-wafer small signal and large signal 
measurement data is presented and compared to a similar single-gate MESFET WA. 

INTRODUCTION 

This paper presents a MMW WA that has been developed utilizing triple-gate 
MESFET devices. Millimeter wave WAs are used in digital microwave radio 
transmitters, wireless cable, as well as other applications requiring gain control functions. 
Input power constraints can limit the versatility of placement of a WA in the transmit 
chain. The power handling of a switch is typically limited by the voltage breakdown 
mechanism in the high impedance state and maximum current handling in the low 
impedance states. WAs, which use MESFETs as voltage variable resistors, also use mid- 
range levels, which typically exhibit power handling which is lower than at either of the 
two extreme attenuation states. The power handling capability decreases significantly 
when the circuit is biased to low attenuation states, i.e. at biases close to pinchoff, and 
increases as attenuation increases. 

The current limited power handling of the WA may be increased by simply 
increasing the device periphery. However, substantial increases in the shunt device 
peripheries is not a viable option at millimeter wave frequencies due to the corresponding 
increase in off capacitance. Increasing the RF voltage handling, thereby the power 
handling, of a switch has been accomplished at L-Band by combining multiple FETs in 
series.1 The observed improvement in power handling was attributed to capacitive 
voltage division among three cascoded FETs, allowing in theory three times the voltage 
handling of a single FET. However, high frequency performance limitations are expected 
due to the increase in the parasitic contributions of the cascoded FETs. 

To significantly increase the power handling capabilities while still maintaining the 
high frequency performance with minimal effects on insertion loss, triple-gate MESFET 
devices, as opposed to three cascoded devices, have been investigated. '3 Consolidating 
the three gates into one channel minimizes the parasitic contributions of three cascoded 
devices and reduces the overall chip size. In addition, it was proposed that the RF voltage 
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divides more evenly across the triple-gate device's depletion region thereby gaining the 
full theoretical increase in power handling capability.2 It was predicted that a triple-gate 
MESFET can handle three times the RF voltage of a single-gate device before becoming 
nonlinear. The results showed that the triple-gate MESFET did increase power handling 
in ä switching application 2 as well as in a low frequency WA circuit . In this paper we 
investigate the use of a triple-gate MESFET device in a higher frequency WA 
application. A triple-gate WA and a single-gate WA were designed, fabricated, and 
evaluated to determine the power handling advantages of a triple-gate MESFET at MMW 
frequencies. 

VOLTAGE VARIABLE ATTENUATOR DESIGN 

A standard T-attenuator configuration that uses MESFETs as voltage variable 
resistors was adopted in the design of the triple-gate WA. The T-attenuator requires two 
negative control voltages, VC1 to bias the series devices and VC2 to bias the shunt 
devices. The negative control voltages, supplied to the gate terminals, are biased through 
a 2K resistor to present a RF open at the gate terminal of the MESFET. The presented 
WAs are composed of two single-gate MESFET's, each of which have 10 gate fingers of 
80 um unit length, as the series components and four MESFET's, each of which have 4 
gate fingers of 50 um unit length (4x50), combined distributedly as the shunt element, as 
illustrated in Figure 1. The only difference between the two circuits fabricated is the use 
of 4x50 single-gate devices or 4x50 triple-gate devices as the shunt components. This 
variation allows direct examination of power handling increases due to implementation of 
the triple-gate approach described above. 
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Figure 1. Voltage Variable Attenuator Circuit Layout 

The primary factors limiting low loss performance in the minimum attenuation state at 
MMW frequencies is the off-capacitance, Coff, and off-resistance, Roff, of the shunt 
devices and the on-resistance, Ron, of the series devices. The series device is made with a 
large periphery which minimizes it's loss contribution to the circuit performance. The 
shunt elements introduce a frequency dependent effect on attenuation 4. By using 
optimally long, high impedance transmission lines, the minimum attenuation may be 
optimized for high frequency operation. Inductive transmission lines are used in 
conjunction with the off-capacitance of the FET to create an artificial transmission line. 
The high impedance lines, in effect, tune out the shunt off-capacitance. The maximum 
obtainable attenuation is limited by the on-resistance of the shunt devices. The WA 
presented consists of four shunt MESFETs in order to obtain the desired attenuation 
range. 
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CIRCUIT FABRICATION 

The MMIC circuits were fabricated using the Alpha Industries standard 0.25 urn 
power MESFET process, allowing for easy integration with other power circuits. The 
circuits were fabricated from epitaxially grown wafers with a uniform channel doping and 
a highly doped cap layer. Devices were first mesa isolated, followed by the formation of 
ohmic contacts with alloyed AuGeNi Au. Gates were defined by direct write e-beam 
lithography and metallized with Ti/Pd/Au. The spacing between each gate of the triple- 
gate FET is 2.5 um, and the source-to-drain spacing is 7.0 urn. The gates lie in individual 
channel recesses that are etched prior to gate formation. The purpose of the channel 
recess is to increase breakdown voltage, and are commonly used in MESFET power 
processes. The single-gate FETs have a source-to-drain spacing of 2.0 urn. The devices 
were passivated with PECVD silicon nitride. The circuits were plated with 3 urn of gold 
using an airbridge technology. The plating reduces the resistance of the transmission lines 
and the airbridges reduce parasitic capacitances at all crossovers. After frontside 
processing, the wafers were ground to a 4 mil thickness, after which via holes were 
formed by reactive ion etching. A schematic cross-section comparing the completed 
single-gate and triple-gate FETs is shown in Figure 2. 

Single gate Triple gate 

Figure 2. Single-gate MESFET and Triple-Gate MESFET Cross Section 

MEASUREMENT RESULTS 

On-wafer small signal and large signal measurements of the triple-gate and single- 
gate WA circuits were performed. In addition to circuit measurements, two-port RF 
measurements and DC measurements of discrete FETs, which were used in the circuits, 
were also taken. In order to simplify the on-wafer measurements of the many circuits 
VC1 was set to 0 V. All of the measurements discussed are with a single control voltage 
controlling the shunt devices. 

Small Signal Measurements 

On-wafer small signal measurements were performed as VC2 was varied between 0V 
and -3V with 0.2 V steps. Figure 3. depicts the attenuation versus frequency 
characteristic of the triple-gate WA from 20 GHz to 50 GHz. It's minimum attenuation 
state varies from 1.3 dB at 20 GHz to 1.7 dB at 30 GHz and further degrades to 3 dB at 
40 GHz. Measurements were performed up to 50 GHz and show a useful WA that has a 
maximum low attenuation state of 3.4 dB at 45 GHz. The WA provides better than 30 
dB of attenuation at frequencies above 30 GHz. A monatomic degradation to 24 dB at 20 
GHz is observed for the given bias conditions. The return loss at 30 GHz degrades from 
greater than 20 dB to 8 dB as atteunation increases. The WA performs very well with 
one control voltage at frequencies up to 50 GHz if a slight degradation in return loss at the 
highest attenuation state (40 dB) can be tolerated. When the WA is used at frequencies 
below K-band, biasing the series component will improve the return loss of the circuit and 
will be necessary at RF frequencies to obtain adequate return losses. The control voltage 
curves versus attenuation characteristics will be different at RF frequencies than at 
microwave frequencies. 
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Figure 3. Attenuation vs. Frequency of the Triple-Gate Voltage Variable Attenuator 

It can be observed in Figure 4. that the attenuation versus control voltage relationship 
is fairly linear from minimum to maximum attenuation levels at the MMW frequencies. 
This makes design of control circuitry less complicated. While operated at the same bias 
condition, VC1=0V, the attenuation for the single version exhibits greater sensitivity to 
control voltage when compared to the triple-gate VVA. Note that the triple-gate WA 
will be less sensitive to control voltage fluctuations as it uses almost twice the control 
voltage range as the single-gate WA for a similar attenuation range. 

-3     -2.8    -2.6   -2.4    -2.2     -2     -1.8    -1.6   -1.4   -1.2      -1      -0.8    -0.6    -0.4    -0.2      0 

Control Voltage VC2 (Volts) 

Figure 4. Attenuation vs. Control Voltage of the Triple-Gate Voltage Variable Attenuator 

Power Measurements 

On-wafer power measurements have been performed at 30 GHz on both the single- 
gate and triple-gate WA for a variety of control voltages. The 1 dB compression point, 
(PIdB) defined as the input power that changes the attenuation by 1 dB will be used as a 
figure of merit. The primary focus is on the region of operation where a WA's power 
handling is at it's lowest value. This significant drop in PldB occurs as the shunt devices 
are biased less negatively and brought out of   pinchoff, corresponding to the low 
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attenuation states.  The power handling then increases as the attenuation is increased to 
it's maximum attenuation state. 

The triple-gate WA shows exceptional performance in all of it's measured 
attenuation states. This circuit will handle greater than 26 dBm while operating in it's 
minimum attenuation state then degrades to +10 dBm before it begins to increase again. 
In comparison, the single-gate WA degrades to below 4 dBm in it's low attenuation 
states. Figure 5. illustrates this significant difference between the power handling of the 
triple-gate WA and the single-gate WA. Measured data of four single-gate circuits and 
four triple-gate circuits is depicted. The input power level at which the attenuation level 
changes by 1 dB is plotted. The arrows indicate that the maximum available input power 
from the measurement equipment was reached before the circuits began to compress. The 
PI dB in this area is greater than 15 dBm, though there are no measurements of how 
much higher. 

■14       -12       -10 

Attenuation (dB) 

Figure 5. Triple-Gate and Single-Gate Voltage Variable Attenuator Power Handling 

DISCUSSION 

The triple-gate WA exhibits improvements over the single-gate WA in both power 
handling and small signal attenuation versus control voltage characteristics. Since the two 
circuits differ only by the number of gates within each of the shunt FETs, the differences in 
RF performance are due to a difference in the performance between the triple and single 
gate FET. The small signal performance difference may be attributed to a difference in the 
on-resistance versus gate (control) voltage characteristics of the FET, as shown in Figure 
6(a). Small signal models from the literature typically model triple-gate FETs as three 
single-gate FETs in series, with some of the parasitic elements eliminated.2,3 It follows 
that Ron should be approximately three times larger for the triple-gate FET as compared 
to a lone single-gate FET, this can be observed in the plot shown in Figure 6(a), in the 
region from 0 to-l.1V. 

The Sll of a discrete triple versus single gate FET in an LRL structure is shown in 
Figure 6(b). In this structure, the gate is connected to a DC control pad, while the source 
and drain are connected to input and output transmission lines. The shift in S11 clearly 
shows the effect of this resistive shift. In addition, the small signal model of the FET 
accurately predicts the SI 1 change when the channel resistance is increased by a factor of 
three. The increase in Ron of the triple-gate device also accounts for the decrease in 
maximum obtainable attenuation compared to the single-gate circuit. 

275 



6   5° 
C o 
K      40 

30 

20 

10 

A.                               D 
o 

a 

□ 

a 

o a 

o | a 
D 

D Triple gate  

=D„     
o \. 

o       Single gale                     °DaoD 

°o       .               . ... i                ■     ?DG0ODD™- 

°°°o0 ..!  °?.?°PQOO0          ;  
                                              j     O00aööoooooooooooi 

-1.5 -1.0 -0.5 0.0 0.5 

Vgs (V) 

Figure 6. On-Resistance vs. Vgs of Triple and Single Gate MESFETs 

The improvement in power handling can also be attributed to differences in the DC 
characteristics of the FETs. A comparison of the Id-Vd curves of the triple and single 
gate FET is shown in Figure 7. In this plot, the drain current versus drain voltage 
characteristic of a triple and single gate FET is shown, with the control biases of the FETs 
set to bring them into the same on-resistance, corresponding to a similar attenuation state. 
It can be observed that the triple-gate Id-Vd curve has a larger effective knee voltage than 
the single-gate FET Since larger swings in current and voltage can be obtained before the 
onset of current saturation, the PI dB point is increased. Thus, at a given attenuation, 
power handling increases because the effective knee voltage is increased. In Figure 8, 
the control bias was set to bring the FETs into a state which would result in low 
attenuation in the WA. It can be observed that the triple-gate curve has higher 
breakdown voltage than the single-gate FET. Larger voltage swings can be obtained 
before the onset of breakdown in the triple gate structure, again resulting in better power 
handling. 
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Figure 7.   Comparison of Drain Current vs. Drain Voltage Between Triple and Single Gate FETs at 
Similar (High) Attenuation States. Note the extended linear region in the triple-gate FET. 

276 



D 

0 
D 

o 

o 
0 

0 

Single gate 
 „oC 

o                Triple gate a 

r,m,eOftQOOnO°°rinnnn|1DDDGnDüOGaD 

Drain voltage (V) 

Figure 8.   Comparison of Drain Current vs. Drain Voltage Between Triple and Single Gate FETs at 
Similar (Low) Attenuation States. Note the increased breakdown of the triple-gate FET. 

CONCLUSIONS 

Triple-gate devices have been used successfully in a MMW WA and have been 
shown to outperform their single-gate counterparts in two areas. The triple-gate WA 
exhibits a more desirable attenuation versus gate voltage characteristic, and most 
importantly has significantly better power handling than the single-gate circuit with 
compatible low loss performance. It can handle a minimum of +10 dBm input power. 
The improvement of both small signal attenuation and power handling is due to the 
improvements in the DC characteristics of the triple-gate FETs. The effective knee 
voltage as well as breakdown voltage are both higher in the triple-gate FET. 

ACKNOWLEDGMENTS 

The authors would like to thank Dr. Zev Bogan for his encouragement and technical 
support, and Hong Pham for all of the on-wafer testing. We would also like to thank 
Dave Whitefield for insightful discussion in analyzing the DC and RF data. We are 
grateful to Don Mitchell for the process development and fabrication of the triple gates. 

REFERENCES 

1. Mitchell B. Shifrin, Peter J. Katzin, Yalcin Ayasli, "Monolithic FET Structures for High-Power 
Control Component Applications," IEEE Transactions on Microwave Theory and Techniques, Vol. 
37, No. 12, December 1989 

2. F. McGrath, C. Varmazis, C. Kermarrec, R. Pratt, "Multi Gate FET Power Switches," Applied 
Microwave, pp. 77-88, Summer 1991 

3. Horng Jye Sun, and James Ewan, "A 2-18GHz Monolithic Variable Attenuator Using Novel Triple- 
Gate MESFETs," IEEE MTT-S Digest, pp. 777-780, 1990 

4. Manfred J. Schindler, Annamarie Morris, "DC-40 GHz and 20-40 GHZ MMIC SPDT Switches," 
IEEE Transactions on Mcrowave Theory and Techniques, Vol. MTT-37, No. 12, December 1987 

277 



MODELING AND CAD 



TYPES OF LEAKY DOMINANT MODES AND 
SPECTRAL GAPS ON PRINTED-CIRCUIT LINES 

Arthur A. Oliner 

Department of Electrical Engineering 
Polytechnic University 
Brooklyn, NY 11201 

I.   INTRODUCTION 

Not long ago it was generally believed that the dominant mode on open printed-circuit 
transmission lines would be purely bound at all frequencies. Now we know that, for most 
such lines, the dominant mode is purely bound at low frequencies, in agreement with 
common perception, but becomes leaky above a critical frequency. For certain lines, 
however, the behavior is different; for example, the dominant mode on conductor-backed 
slot line or coplanar waveguide of infinite width is leaky at all frequencies, whereas for 
microstrip line there is an additional dominant mode, which is leaky at high frequencies 
but nonphysical at low frequencies. It is important to know when leakage may occur 
because the presence of leakage can lead to power loss, crosstalk, and package effects 
which would deteriorate circuit performance. 

The paper first explains why leakage occurs at all, and then summarizes the nature of the 
leakage fields. Several examples are presented to show the leakage behavior on such lines 
as CPW, slot line and coplanar strips, for which leakage occurs only above a certain 
frequency. It is then explained why conductor-backed slot line and CPW of infinite width 
are leaky at all frequencies, and how to modify the substrate to avoid such leakage. 

The transition region in frequency between the bound and leaky portions of the 
dominant mode is called a spectral gap, because the guided-mode solution is 
nonphysical over at least part of that frequency range. The paper will describe the 
interesting fine structure within this gap, explain why the nonphysical behavior is 
necessary, and indicate what is happening to the total field when the guided mode becomes 
nonphysical. 

For many structures, the spectral gap has the common form mentioned above, whereas 
for others the spectral gap is quite different. In these latter cases, we find unusual and 
unexpected modal behavior, two different basic examples of which are presented here. 
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The first example of unusual modal behavior involves microstrip line. The characteristic 
feature for this line is the presence of an additional dominant mode. Of the two dominant 
modes, one (the conventional mode) remains bound at all frequencies, whereas the other is 
leaky at high frequencies but takes the form of a pair of nonphysical improper real solutions 
at all lower frequencies, effectively producing a one-sided spectral gap. 

The second example arises when certain lines, which have standard spectral gaps, have 
their relative cross-sectional dimensions changed, for example, by increasing the slot 
width in slot line, or the strip width in coplanar strips. For those cases, it is found that the 
spectral gaps disappear, and the previously separate bound and leaky portions of the 
dominant mode overlap, producing a range of simultaneous propagation, which can in 
fact be quite wide in frequency. 

The topic of leaky modes on printed-circuit transmission lines has captured the interest 
of many individuals, for two rather different reasons. One reason, a very practical one, is 
that leakage effects can produce serious performance difficulties in microwave and 
millimeter-wave integrated circuits, such as power loss, crosstalk between neighboring 
portions of the circuit, and coupling to modes of the package. 

The second reason is that continuing studies of these leakage properties are constantly 
producing new surprises. The complicated leakage behavior, examples of which are 
mentioned above, arise because the cross section of the printed-circuit line is 
inhomogeneous, and the new surprises referred to above serve to further stimulate the 
imagination and offer new challenges. Fortunately, an increasing number of researchers 
from all parts of the world have been contributing new ideas and new results. The material 
presented in this paper relies heavily on the excellent studies conducted by two independent 
groups: Profs. H. Shigesawa and M. Tsuji of Doshisha University, Kyoto, Japan, and 
Prof. D. R. Jackson of the University of Houston in Texas, together with his colleagues, 
Prof. J. T. Williams and Dr. D. Nghiem. Although their results, as well as those of others, 
are credited in the references, special acknowledgment should be given to their pioneering, 
as well as continuing, contributions. 

II.    LEAKAGE FROM PRINTED-CIRCUIT TRANSMISSION LINES 

A.    Background 

Experience with microwave integrated circuits tells us that the dominant mode on the 
printed-circuit transmission lines used in those circuits is purely bound at lower frequencies. 
When the frequency is raised sufficiently, however, recent research informs us that in 
almost all cases the dominant mode becomes leaky. But there are interesting and important 
exceptions which we will consider later, such as certain conductor-backed lines which are 
leaky at all frequencies, and microstrip line, which supports an additional leaky mode at 
higher frequencies. 

When the dominant mode is purely bound, it possesses a real propagation wavenumber 
ß, which is the phase constant of the mode, and a field variation which decays transversely. 

It is customary to plot the dispersion behavior of the mode as ß/ko, where ko (= InlXo) is 
the free-space wavenumber, as a function of frequency/or normalized frequency hlh), 
where h is the substrate height. If the mode is completely dispersionless, the curve on such 
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a plot will become a straight horizontal line. The dominant modes on printed-circuit lines, 
such as microstrip line, slot line or coplanar waveguide (CPW), are not dispersionless but 
are mildly dispersive, with the dispersive behavior increasing slightly at higher frequencies. 
As a result, a plot of ßlko vs. / will yield a dispersion curve that is quite flat at low 
frequencies, but which increases somewhat as the frequency increases. Basically, we 
should view the dispersion curve as being relatively flat, but increasing a bit as the 
frequency is raised. 

Away from the central region of the line, the structure consists of a dielectric layer which 
' may or may not be placed on a metal ground plane, depending on the specific transmission 
line. For example, microstrip line is placed on a grounded dielectric layer, whereas coplanar 
strips (slot line with finite-width plates) are located on a dielectric layer without a ground 
plane. The lowest surface wave that can be supported by a grounded dielectric layer is the 
TMo surface wave, and it is the only mode that can propagate down to zero frequency. For 
an ungrounded dielectric layer, there are two surface waves, the TEo and the TMo . that can 
propagate down to zero frequency, but the lowest surface wave is the TE0 one. It is 
important to note that the lowest surface waves on the grounded and ungrounded dielectric 
layers have opposite polarizations, with the transverse electric field orientations being 
vertical and horizontal, respectively. 

Let us designate the propagation wavenumber of a surface wave as ks, where the 
subscript indicates "surface". On a plot of kslk0 vs./, we find that surface waves are very 

dispersive, going from kslko = 1 at zero frequency to kslko = -fc asymptotically at infinite 
frequency. This dispersion behavior corresponds physically to the field spreading far out 
into the air region at lower frequencies and being drawn into the dielectric substrate at higher 
frequencies. If there is a metal top cover over the circuit, the limit at zero frequency will no 

longer be unity but becomes some value between unity and Je^, depending on the filling 
factor of the dielectric layer. The main point to remember here is that the surface waves are 
very dispersive whereas the dispersion curves for the dominant modes on the printed-circuit 
lines are relatively flat. 

B.   Why and When Leakage Occurs 

When a dominant mode becomes leaky, it does so by changing into a leaky mode, with 
the leakage occurring in the form of a surface wave on the surrounding substrate. Let us 
assume that the leakage power is leaking away at angle 9 with respect to the transmission- 
line axis z, as seen in Fig. 1, which shows a top view of a strip or slot. The mode has the 
phase constant ß, and the surface-wave wavenumber is ks. From the figure we can see that 

cos 0~ßlks (1) 

where the approximate sign is used because the wavenumber ß is actually complex when 
leakage occurs. An exact expresssion can be readily derived, and it is found to be 

cos 8 = ß/[tf + c? + af]1'2 (2) 

where a and ax are the leakage constant and the value of the transverse field increase, 
respectively, of the leaky dominant mode, and all quantities in (2) are real. The simpler 
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Fig. 1 Sketch showing the angle 0 of leakage when the dominant mode becomes leaky. A top 
view of a transmission-line strip or slot is shown. 

\fc f 

bound -«-I-*- leaks 
Fig. 2 A typical dispersion plot for a printed-circuit line. The curve for the dominant mode (labeled 
ßlko) is seen to be relatively flat, whereas that for the surface wave (labeled ks/ko) exhibits strong 
dispersion. For frequencies greater than/c the mode becomes leaky, in accordance with'eq. (3). 

expression (1) is a very good approximation, however, and is helpful in understanding the 
basic physics. 

From (1) we can see that, for real power to leak away at angle 9, we must have ß < ks, 
or, dividing by ko, 

ßlko < kslko 

Relation (3) is the simple condition that must be satisfied for leakage to occur [1]. 

(3) 

In Sec. A above, we explained that if we obtain plots of ßlko vs. frequency / for the 
dominant mode on the printed-circuit line, and of ks/ko vs./for the surface wave on the 
surrounding substrate, we would find that the plot for ßlko would be relatively flat, with a 
small increase as/increases, but that the plot for kslko would exhibit strongly dispersive 
behavior. Such plots for a typical printed-circuit structure are shown in Fig. 2, where the 
expected behaviors are illustrated. The two dispersion curves are seen to cross at a critical 
frequency fc. When the frequency /is greater than/c, condition (3) is satisfied, and the 
dominant mode becomes leaky. When/</c the mode remains purely bound, in agreement 
with experience. 
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When/=/c, and therefore ß = ks, we can see from relation (1) that 0 = 0, meaning that 
at the onset of leakage the leakage direction is parallel to the axis of the transmission line. 
As the frequency is increased, the two dispersion curves are seen to separate, so that angle 6 
increases and the leakage direction swings out away from the axis of the line. 

The polarization of the leakage power depends on whether the substrate on which the 
line is placed has or does not have a ground plane. If it has a ground plane, the lowest 
surface wave is the TMo surface wave, and the electric field polarization is basically vertical. 
If the dielectric layer of the substrate is ungrounded, the lowest surface wave is the TEo 
surface wave so that the electric field polarization of the leakage power is horizontal. For 
most printed-circuit lines the polarization of the leakage field is vertical; examples of such 
lines are conventional coplanar waveguide (CPW) and slot line with side strips of infinite 
width, and conductor-backed coplanar strips and CPW with side strips of finite width. 
Examples of lines that would leak with horizontal polarization are coplanar strips and CPW 
with side strips of finite width but without conductor backing. \j 

All of the examples listed just above leak only at higher frequencies, consistent with 
condition (3) and the dispersion behavior shown in Fig. 2. Microstrip line furnishes a 
special case, and will be discussed in Sec. IV, A. 

A different type of special case is furnished by conductor-backed slot line or CPW 
with side plates of infinite width. Those lines leak at all frequencies, even down to zero 
frequency [2]. An examination of the substrate structure away from the central portion of 
these lines reveals that it consists of parallel-plate waveguide completely filled with the 
substrate dielectric material. The dispersion curve for that parallel-plate structure on the plot 

in Fig. 2 is simply a straight horizontal line for which kslko = ^. Since that line always 

lies above the ßlko dispersion curve for the transmission line, condition (3) is satisfied at all 
frequencies. Such conductor-backed slot lines or CPWs are not useful for integrated-circuit 
applications because the leakage that is always present will produce crosstalk and package 
effects that will deteriorate circuit performance. 

On the other hand, conductor backing offers various practical advantages, such as a heat 
sink, greater mechanical strength, a better range of Z0 values, etc. Therefore, after it was 
realized that leakage will occur even at low frequencies, and after crosstalk problems were 
encountered in practice, several modifications in the structure were proposed which would 
permit the advantages of conductor backing to be retained but would eliminate the leakage. 
The best of these modifications involve fabricating the substrate in two layers [3,4]; the 
upper layer, on which the circuit would be placed, retains its high value of dielectric 
constant, and the lower layer would have a much lower value of dielectric constant. The 
resulting substrate structure, composed of parallel-plate guide with two dielectric layers, 

would have a dispersion curve in Fig. 2 that would be much lower than the kslko = <Jf^ 
line appropriate for the earlier single-layer version. By choosing the right values for the 
height and for er for the lower layer, it is easy to obtain a dispersion curve for the two-layer 
substrate structure that lies below the dispersion curve for the slot line or the CPW, so that 
leakage is eliminated over the frequency range of operation. At higher frequencies, the 
dispersion curve for the two-layer substrate bends upward and will cross the slot line or 
CPW dispersion curve, so that leakage will then occur for such higher frequencies. 
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C.   Examples of Leaky-Mode Behavior 

A typical example of the dispersion behavior for a printed-circuit transmission line 
whose dominant mode is purely bound at lower frequencies but leaky above some critical 
frequency is shown in Fig. 3, for conventional coplanar waveguide (CPW) with side plates 
of infinite width. The structure is shown in the inset in that figure, and the dispersion 
behavior follows the form shown in Fig. 2. In addition, we have in Fig. 3 a plot of the 
normalized leakage constant alko as a function of normalized frequency hlXo, where h is the 
substrate height. The leakage is seen to begin when the curve for the surface wave exceeds 
the curve for the CPW mode, in agreement with condition (3). 
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Fig. 3 Dispersion behavior, showing ßlko and alko vs. hlXo, for conventional coplanar 
waveguide. The structure is shown in the inset. The mode becomes leaky at higher frequencies, in 
agreement with the sketch in Fig. 2. 
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It should be noted that for leakage the substrate needs to be electrically relatively thick, 
about 0.2 for hlXo- For the lower frequencies in the microwave range it is easy to achieve 
electrically thin substrates; as a result this type of leakage was not encountered. (As 
mentioned under B above, this statement does not apply for conductor-backed slot line and 
CPW with infinite-width side plates, which leak at all frequencies unless appropriately 
modified.) When the frequency is increased into the millimeter-wave range, however, and 
the attempt is made to scale the whole structure, including all circuit dimensions, to be 
consistent with the much smaller wavelengths, it is found that it is not easy to 
commensurately reduce the substrate height h, for mechanical reasons. Such structures 
therefore require values of hllo that may be significantly higher than the direct scaling 
would indicate. For the millimeter-wave range, therefore, it is quite possible to have the 
dominant mode become leaky, and one must be careful to insure that this does not happen. 
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Fig. 4 Behavior of ßko and alko vs. hlXo for conductor-backed coplanar strips, which has a much 
higher leakage constant a than the structure in Fig. 3 does. As a result, the curve for ßko exhibits a 
noticeable peak at the transition region between Hie bound and leaky portions. 
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When the transmission line has a top cover, the dispersion curve for the surface wave 
can shift upwards substantially, particularly if the top cover is not far above the circuit. The 
terminal value at hlXo - 0 (zero frequency) then jumps from unity to a value determined by 
the "filling factor" of the dielectric material. As a result, the whole surface-wave curve will 
rise, and the onset of leakage will occur at a lower frequency. The amount by which the 
frequency is lowered will depend on how close the top cover is chosen to be. This 
consideration could be one reason why a circuit at millimeter wavelengths works well before 
it is placed in a package but suffers from crosstalk after being placed in it. 

When the leakage constant is significantly greater, the transition region between the 
bound and leaky portions of the dominant mode exhibits an interesting peak, as we may 
observe in Fig. 4 for conductor-backed coplanar strips. We may note that the peak value for 
alko in Fig. 4 is about six times that in Fig. 3. Otherwise, the curves in Figs. 3 and 4 are 
reasonably similar. When examined further, the transition region actually shows a very 
interesting fine structure, including a small frequency range over which the guided-mode 
solution is nonphysical. Because of the nonphysical aspect, this transition region has 
been termed a spectral gap. Such behavior raises a variety of interesting questions, 
which are addressed in the next section, Sec. III. 

in. SPECTRAL GAPS 

A.   Wavenumber Behavior Inside the Spectral Gap 

When one views the transition between the bound and leaky portions of the dominant- 
mode dispersion curve in Fig. 3, it appears that the transition is a smooth one. In Fig. 4, 
however, which corresponds to a structure with a much higher leakage rate, one sees that 
the transition is not so smooth, but in fact represents some complicated behavior. That 
transition region (for the same structure but with slightly different relative dimensions) is 
presented in Fig. 5 (from Fig. 3 in [5]) on a greatly expanded scale. If the transition region 
in Fig. 3 were replotted on an even more greatly expanded scale, one would obtain behavior 
that would be qualitatively exactly the same as that seen in Fig. 5. The first detailed 
treatment of a transition region of this type was presented for a leaky-wave antenna [6]; the 
curve in [6] looks different from that in Fig. 5 in two ways, because the transition occurs at 
ß = ko instead of ß = ks and because the frequency dependence is reversed, but the 
principles are identical. 

As we begin in Fig. 5 with the solid line at the lower frequencies, we are following the 
purely bound portion of the dominant mode. As indicated, the solution is real and is proper, 
or spectral, those two terms being exactly equivalent to each other. A proper (or spectral) 
solution possesses fields that decay in the transverse (x) direction (along the air-dielectric 
interface perpendicular to the axis of the transmission line), so that the solution satisfies the 
boundary condition at infinity in the transverse direction. An improper (or nonspectral) 
solution is one whose fields increase transversely; that solution therefore violates the 
boundary condition at transverse infinity. The fields of a leaky mode increase transversely 
away from the central region of the transmission line, but the leakage occurs at an angle, so 
that, as is well known, the solution remains physical. 

As we follow the bound portion of the dominant mode in the direction of increasing 
frequency, we note that the solution approaches the dot-dashed curve representing the TMQ 
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surface wave, and that it finally touches that curve at point 1 (the symbol 1 will be used in 
the text to refer to the symbol "1 with a circle around it" in Fig. 5). As those two curves 
approach each other, the transverse decay rate of the bound mode decreases, until at point 1, 

for which ß = ks, the decay rate has become zero and the field density has thinned out to 
zero. The limit point 1 is therefore in actuality already nonphysical. 

For frequencies slightly higher than point 1, the solution becomes improper (or 
nonspectral) real, and is represented by a dashed curve. There are in fact two improper real 
solutions, which meet at point 2. The second one is then seen to continue in the direction of 
lower frequencies. 

These improper real solutions maintain a constant amplitude in the longitudinal (z) 
direction and they increase in the transverse (x) direction. Since they do not decay as they 
progress, and they increase transversely without limit, they fill all of space and would 
require infinite power. It is therefore clear that those improper real solutions must be 
nonphysical. The rate of transverse increase becomes greater as the dashed curve moves 
from point 1, where the rate of increase is zero, toward point 2. The portion of the dashed 
curve that doubles back to lower frequencies after point 2 represents a solution with even 
greater rates of transverse increase. 

For frequencies higher than point 2, the solution remains improper but becomes 
complex, representing a leaky mode. The leakage begins at point 2, but the leakage rate 
and the rate of transverse increase there are zero, and the angle of leakage with respect to the 
axis of the transmission line is likewise zero. As frequency increases further, and we 
follow the solid curve from point 2 to point 3, the leakage rate a becomes finite, and the 
leakage angle ©increases from zero in accordance with (2). The values of ß and the rate of 
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Fig. 5 Greatly expanded plot of the transition region (spectral gap) between the bound and leaky 
portions of the ßlko curve seen in Fig. 4, illustrating the complicated behavior in that region. (The 
structure is identical to the one for which Fig. 4 is valid except for the strip width, which is called w 
here but c there.) The different portions of the spectral gap are discussed in detail in the text. 
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transverse increase do not change much. As the leaky-mode solution continues past point 3 

in the direction of increasing frequency, the value of aJko continues to increase rapidly, and 
the leakage direction continues to swing away from the line axis. Since this improper 
complex solution decreases in the propagation direction, and the leakage occurs at an angle, 
the leaky mode is physical, as is well known. 

The spectral gap is defined as the frequency range between points 1 and 3. Within this 
range, the improper real solutions between points 1 and 2 are without question nonphysical, 
but some significant questions remain regarding the extent of physical meaning for the leaky 
mode portion between points 2 and 3. For example, if the data on Fig. 5 were replotted on 
the steepest-descent plane, the values between 2 and 3 would not be captured in the 
deformation of the original path to the steepest-descent path, whereas the portion for 
frequencies greater than point 3 would be captured. That result signifies that, to first order, 
the portion between points 2 and 3 do not contribute to the total field due to a source placed 
near the transmission line. Furthermore, ß > ks for the portion between points 2 and 3, so 
that the solution there corresponds to a slow wave, rather than a fast wave, representing a 
contradiction. 

The way to resolve the apparent contradiction above, and to assess the extent to which 
the portion between points 2 and 3 is physical, is to actually solve for the total fields due to 
a source located near the guiding structure, and to then compare the fields with those due to 
the leaky-mode solution alone. Such an analysis has recently between performed for two 
quite different structures [7,8] but the results are qualitatively the same. Those results 
indicate that the values of the wavenumber, ß - ja, obtained between points 2 and 3 are 
reasonably correct, with their accuracy decreasing as one approaches point 2. However, 
when one attempts to calculate the relative amplitudes of those solutions by taking the 
residues of the leaky-mode poles (due to some specific source), the results are much less 
accurate, but again with the accuracy improving as point 3 is approached. In one study [9] 
the radiation patterns derived from the leaky-mode wavenumbers were calculated and 
compared with those from an exact analysis. It was found that the pattern shapes agreed 
with each other extremely well over the whole range from 2 to 3, but that the amplitudes of 
the radiation fields did not, particularly as point 2 was approached. We should note, 
however, that the patterns are calculated from an integration that utilizes the wavenumber 
values, and therefore represent a less-sensitive test of the validity of the wavenumber values 
than the wavenumbers would by themselves. 

From the above-mentioned studies, one may conclude that the leaky-mode solutions 
within the spectral gap (between points 2 and 3) do have some physical validity, but that it 
is limited. Furthermore, the solutions become less meaningful as one penetrates further into 
the spectral gap (approaching point 2). We may summarize the nonphysical nature of the 
solutions within the spectral gap by stating that the improper real solutions (between points 
1 and 2) are entirely nonphysical, but that the leaky-mode solutions (between points 2 and 
3) are partially valid physically and that they gradually lose physical meaning as one enters 
further into the spectral gap. 

B.   The Physical Meaning of the Nonphysical Behavior 

The properties described above for the spectral gap lead us to two basic questions: Why 
should the transition region have a nonphysical portion? What does it mean physically 
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when the guided-mode solution is nonphysical?   Let us consider these questions 
sequentially. 

Why should the transition region have a nonphysical portion? On the low- 
frequency side of the spectral gap the dominant mode is bound, and its fields decay in the 
transverse direction. On the high-frequency side, where the dominant mode is a leaky 
mode, the fields increase transversely. The transition region between the two must 
provide a mechanism that allows a decaying field to be transformed into an increasing field; 
of necessity, there must be at least a point at which the field's transverse variation is zero. 
That point, as explained in Sec. Ill A, occurs at point 1 in Fig. 5. But, in addition, the 
solution on the high-frequency side is complex and leaks power at an angle. This added 
requirement calls for some additional fine structure within the spectral gap, which takes the 
form, first, of the improper real solutions between points 1 and 2 to provide the transition to 
a transverse field increase, and, second, of the improper complex solutions between points 
2 and 3 to provide the power leakage at an angle while maintaining the transverse field 
increase so that the final leaky mode is physical. (There are actually two improper complex 
solutions, the leaky mode and its complex conjugate. The conjugate solution has the same 
value of ß, so that it cannot be plotted independently on Fig. 5, but its value of a has the 
opposite sign, corresponding to a longitudinal field increase which, of course, is 
nonphysical for a passive structure.) 

The nonphysical nature of the spectral gap is therefore necessary in order to allow for 
the transition from a transversely decaying bound-mode field to a transversely increasing but 
physical leaky-mode field. 

What does it mean physically when the guided-mode solution is 
nonphysical? Within the spectral gap, we encounter a frequency range over which the 
guided-mode (eigenvalue) solution is nonphysical. To understand what this implies 
physically, we must examine the total field due a source appropriate to the circuit. 

For a given printed-circuit transmission line we would have a feed structure designed to 
excite the desired dominant mode efficiently. This feed structure will also excite a small 
amount of surface-wave power which will radiate approximately radially away from the feed 
(plus some radiation into space waves if there is no top cover). For a properly designed 
feed, this surface-wave contribution should be negligibly small, and the guided-mode field 
should dominate the total field. When the guided-mode field is nonphysical, however, as is 
the case in much of the spectral gap, it can no longer contribute to the total field. What 
happens then? 

Two studies [7,8] have examined this question, at least in part. The first one [7] 
considers the case of the spectral gap for a higher-order guided mode on a grounded two- 
layer dielectric structure. For higher frequencies, this guided mode is a surface wave; at 
frequencies below the spectral gap, the mode becomes leaky. The space-wave field was 
examined both within the spectral gap and outside of it for a line-current source. Outside of 
the spectral gap, the guided mode was the dominant contributor to the total field, and the 
space-wave contribution was relatively small, as expected. For frequencies within the 
spectral gap, however, where the guided mode is nonphysical, it was found that the space- 
wave field increased very substantially, and in effect "replaced" the guided mode in the total 
field. 
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In the second study [8] the guiding structure was an unusual form of microstrip line 
composed of a dielectric layer on a ground plane with a top metal cover very close to the 
dielectric-air interface. That structure supports two "dominant" modes, a bound mode and a 
leaky mode ("dominant" means that the form of the strip current is the same for both and is 
that of the usual microstrip dominant mode). At very low frequencies, for this choice of 
dimensions, the dispersion curves for the leaky mode and the surface wave cross each other 
and a spectral gap is created. The bound mode remains physical down to zero frequency. 
The total strip current, consisting of the currents for the bound mode, the leaky mode, and 
the surface wave from the feed, was examined for frequencies far from, and very near to, 
the beginning of the spectral gap. It was found that, far from the spectral gap, both the 
bound and the leaky modes were strongly excited, but the surface-wave contribution was 
very small. As the spectral gap was approached, it was found that the leaky-mode 
amplitude did decrease, but the surface-wave contribution remained very small, and instead 
the bound-mode amplitude began to increase significantly. Unfortunately, the investigation 
did not continue into the spectral gap, but the authors plan to do so. From the limited data 
so far, however, it appears that the "replacement" of the leaky mode within the spectral gap 
will turn out to be the bound mode, rather than the surface-wave contribution. 

The answer, then, to what happens physically when a guided mode becomes 
nonphysical (when it is in a spectral gap) is that some other contribution to the total field 
then becomes much larger, to "replace" the no-longer-contributing guided mode. 

IV. UNUSUAL AND UNEXPECTED MODAL BEHAVIORS 

For most printed-circuit transmission lines, the spectral gap has the "standard" form 
described in Sec. Ill, but for other lines the spectral gap can be quite different. 
Furthermore, by simply changing the relative cross-section dimensions of many lines, the 
spectral gap can change form and, in the process, produce unexpected modal behavior. The 
above comments are illustrated below by two very different basic examples. 

A.   A New Leaky Mode on Microstrip Line 

Surprisingly, at higher frequencies the dominant mode on microstrip line behaves 
differently from the dominant mode on most other printed-circuit lines. First of all, the 
dispersion curve for the conventional dominant mode on microstrip line never crosses the 
dispersion curve for the TMo surface wave, which is the relevant surface wave on the 
surrounding substrate. The curve for the surface wave always lies under the one for the 
dominant mode, and approaches it asymptotically at very high frequencies [10]. As a result, 
the conventional dominant mode remains bound (proper real) at all frequencies. These 
remarks apply when the substrate is isotropic. 

Second, when the substrate of microstrip line is anisotropic in the right way, it is 
found that the dominant mode will leak at the higher frequencies, but that the leakage is in 
the form of the TEi surface wave, not the TMo surface wave [11]. The spectral gap 
between the bound mode at lower frequencies and the leaky mode at higher frequencies 
follows the "standard" form discussed in Sec. III. The behavior at higher frequencies with 
respect to leakage is therefore completely different for isotropic substrates and for those with 
anisotropy in the right way. This response to anisotropy is completely different from what 
one finds for slot line or CPW, whether conductor-backed or not, and whether or not the 
widths of the side plates (strips) are finite or infinite. For those lines the introduction of 
anisotropy produces a quantitative difference but not a qualitative one. 
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Since microstrip line already appears to offer some modal behavior different from that of 
other lines, the next discovery may be less surprising than otherwise. Further examination 
of the properties of microstrip line on an isotropic substrate revealed that there is an 
additional dominant mode, and that it is leaky at the higher frequencies [12,13]. This 
additional mode has a current distribution and a transverse field behavior near the strip that 
are exactly of the same form as those of the conventional bound mode, which is present 
simultaneously. As the frequency is decreased, this new mode encounters a spectral gap, 
which is highly unusual because it is one-sided. This behavior is summarized in Fig. 6. 

In Fig. 6 let us first observe the curves for the bound mode (shown with short dashes) 
and the TMo surface wave (shown dotted). Those curves are well known, and are what 
everyone would expect. The new curves are the solid lines, representing the new leaky 
mode, and the dash-dot lines, which are the extension of the new leaky mode to lower 
frequencies. All of the curves, except for the solid curve which points to the scale on the 
right side, present the normalized phase-constant values ßlko\ the solid curve that rises 
rapidly represents the normalized leakage constant a/ko- If we compare the spectral gap 
here with that shown in Fig. 5, we can easily identify the locations here of points 2 and 3. 
There is no point that corresponds to point 1, however, because both the upper and lower 
improper real solutions continue down to zero frequency, forming a one-sided spectral gap. 

Since the improper real solutions are nonphysical, this new mode cannot be detected at 
lower frequencies; there we would find only the conventional bound mode, in agreement 
with experience. Above a sufficiently high frequency, however, corresponding in Fig. 6 to 
about 5.5 GHz or hlXo = 0.08, the presence of the new leaky mode would be felt. In Fig. 7 
we present the calculated field distributions for both the bound mode and the new leaky 
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Fig. 6 Dispersion behavior in the form of ßlko and a/ko vs. frequency for microstrip line on an 
isotropic substrate. For the higher frequencies a new leaky mode is present, but that mode cannot be 
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Fig 7 Calculated vector electric-field distributions for both the bound mode and the real part of the 
new leaky mode on microstrip line. Because they are so similar, a feed designed to excite the bound 
mode would also excite the leaky mode. 

mode for hlXo = 0-12. It is seen that the field patterns are not identical but are very similar 
to each other. That implies that a feed structure designed to excite the bound mode would 
inevitably excite the new leaky mode also, and with comparable amplitude. Although no 
measurements were made directly of the wavenumber values of the new leaky mode, 
indirect measurements are completely consistent with all of the statements made above[13]. 

B. Simultaneous Propagation of Bound and Leaky Modes: A New General 
Effect 

Although the new leaky mode and the conventional bound mode of microstrip line, 
discussed just above in Sec. A, are present simultaneously, the new effect to be described 
here is different in nature. In addition, it applies to a large variety of printed-circuit lines, 
not to a specific one. What is most astounding, however, is that the simultaneous- 
propagation effect, to be described below, is obtained by varying only the relative cross- 
section dimensions of the printed-circuit line. 

We saw in Sees. II, B and C, that in most cases the dominant mode is bound at lower 
frequencies but becomes leaky above a critical frequency, and that, at the transition between 
the two mode types, there exists a spectral gap, whose properties are discussed in Sec. III. 
In the usual situation, therefore, we find that the bound dominant mode can be observed 
only below the frequency at which the spectral gap begins, and the leaky dominant mode 
propagates only above the frequency at which the spectral gap ends, so that the two 
solutions are completely separated from each other. 

Until recently, everyone thought that when the relative dimensions of the cross 
section are changed, the only effects are to modify the values of the propagation 
wavenumber and the characteristic impedance. We now know that this assumption is 

incorrect. 

It was found [5] that, when the strip widths of conductor-backed coplanar strips are 
modified, there can exist a frequency range within which the bound and leaky modes can 
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propagate simultaneously, and that the spectral gap then disappears. It was also found 
that the frequency range over which the simultaneous propagation occurs can in fact become 
quite large. Further studies [14] showed that the effect was not restricted to that particular 
transmission line, but that this effect is actually quite general, applying to many different 
lines. A detailed paper [14] shows such behavior for conventional slot line, and another 
paper [15] demonstrated similar behavior for conductor-backed coupled slot lines. 

The usual behavior, where the bound and leaky solutions are completely separated from 
each other in frequency, is found when, for coplanar strips, the strip widths are relatively 
narrow, and, for slot lines, the slot spacing is relatively narrow. When the strip widths and 
the slot spacing, respectively, are increased sufficiently, the propagation behavior changes 
systematically into the regime in which the bound and leaky ranges overlap. The theoretical 
explanation for this unexpected physical effect is associated with the presence of a new 
improper real solution. This new solution is clearly unphysical, but its evolution as a 

1.6 

1.5   - 

CO. 

1.1 

=1.4   - 

1.3   - 

1.2   - 

B^£i 
— g (V- - I* 

w//i=0.25. dlh-- =0.25, PT = 2.25 
TMa on 

—— *"~ 
— ,»-'"" 

bound 

-O-0-? V **■*" 
-"'     leaky 

U   U   U       0 
■u   u 

/' II 
/ II 

- / ii 
iif 

o Experiment 

I     f=< 1   „ 

— Theory 

1 

0.1 0.2 0.3 0.4 0.5 

10l 

cr 

10- 

10-1 - 

10"' - 

£U L^j 
I      ZT \h- 

- 

wlh- =0.25, dlfc 0.25, 

n    O 

2.25 

- 

! 

I  ° 

I 
} 
if" | 

o Experiment 
— Theory 

1 

0.1 0.2 0.3 
h/K 

0.4 0.5 
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Fig. 9 Same as in Fig. 8 but for wider strips, w/h = 0.70 instead of 0.25. The dispersion behavior 
is now seen to be dramatically different from that in Fig. 8, with the bound mode and the leaky mode 
propagating simultaneously over a two-to-one frequency range. 

function of the strip width or slot spacing mentioned above, and its interaction with the other 
solutions, lead to the phenomenon of simultaneous propagation. A detailed description of 
the evolution and role of this new improper real solution is contained in [15], as well as 
measurements of both alko and ßlko which verify the results of the calculations. 

In the present paper numerical results are presented for two specific strip widths for 
conductor-backed coplanar strips. The first case, shown in Fig. 8, holds for w/h = 0.25, 
where w is the strip width and h is the substrate height. The relative dimensions for this 
case correspond to values commonly employed, and Fig. 8 presents the variations of ßlko 

and alko vs. normalized frequency. The behavior is what one would expect, in the light of 
the discussion in Sec. II; the bound and leaky portions of the dominant mode are completely 
separated from each other in frequency, and there is a small spectral gap between them. The 
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measured values, represented by the open circles, show quite good agreement with the 
theoretical values. 

As the strip width w is increased sufficiently, to about w/h = 0.4, the bound solution 
rises somewhat and moves to higher frequencies; correspondingly, the leaky solution moves 
down and extends to lower frequencies. When w/h increases to 0.50, the spectral gap has 
disappeared completely, and the end points of the bound and leaky solutions have moved to 
about hlXo = 0.32 and 0.27, respectively, producing a range of simultaneous propagation of 
about 15% in frequency. 

When the strip width is increased still further, but not that much further, to w/h = 0.70, 
the result becomes rather dramatic, as seen in Fig. 9. The bound solution continues on to 
greater than h/Xo = 0.4 and the leaky solution drops down in frequency to below h/Xo = 
0.2. We thus see that the leaky and bound portions of the dominant mode now propagate 
simultaneously over a greater than two-to-one frequency range. Since the strip currents 
and the fields near to the strips for the bound and leaky solutions are quite similar to each 
other, a feed structure designed to excite the bound mode in this overlap region would 
surely also excite the leaky mode. The simultaneous-propagation phenomenon has 
effectively reduced the upper frequency limit for the bound mode alone by about 25% as 
compared to the behavior shown in Fig. 8, and a designer may need to keep this point in 
mind. 

V.    CONCLUSIONS 

The presentations in this paper are in part a review and in part new material. They are 
intended to provide a synthesis in summary form of much of the present state of knowledge, 
with stress on physical descriptions of the various phenomena. 

The paper first points out that the dominant modes on the various printed-circuit 
transmission lines used in microwave and millimeter-wave integrated circuits are not purely 
bound at all frequencies, as was initially believed, but can become leaky under the proper 
circumstances. For most lines, the dominant mode is bound at low frequencies and 
becomes leaky only above some critical frequency. For other lines, the behavior is quite 
different; leakage can be present at all frequencies or there can be a leaky dominant mode at 
some frequencies in addition to the bound mode. It is of great practical importance to know 
when leakage can arise because its presence can cause power loss, crosstalk, and undesired 
package effects, which in turn can seriously disrupt the performance of the circuit. 

Section II explains why and when leakage can occur and describes the nature of the 
leakage. It then discusses the various types of leaky dominant modes and how they appear 
on different transmission lines. Numerical examples are also presented. In Sec. IV two 
recent examples of unusual and initially unexpected modal behavior are considered, first in 
qualitative terms and then in numerical detail. As seen there, the numerical results have been 
verified by measurements. 

The transition between the bound and leaky frequency regions contains a frequency 
range, usually small, within which the modal solution is nonphysical, and is therefore called 
a "spectral gap." The spectral gap is treated in some detail in Sec. Ill, where issues are 
discussed such as why a nonphysical region is necessary and what it means physically to 
have a range in frequency over which the mode is nonphysical. 
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The complicated modal phenomena, including the leakage and spectral-gap behavior, 
which we find in connection with the printed-circuit transmission lines, arise because of the 
dielectric substrate. Furthermore, the substrate is employed asymmetrically in the guide 
cross section, thereby making it both inhomogeneous and asymmetrical. The surprisingly 
rich variety of phenomena that result have provided a continuing challenge for us, and we 
have found much gratification in our successively deeper levels of understanding. 
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INTRODUCTION 

Complex leaky modes on printed circuit lines have been analyzed using approximate 
techniques [1], Wiener-Hopf techniques [2], Mode-matching [3] and spectral domain 
integral techniques [4] -[9]. The method of moments (MoM) in the spectral domain 
is a very general formulation, providing a straightforward technique for obtaining the 
dispersion relation of the line. This relation is obtained as an implict equation whose 
solutions are the zeros of a given function of the spectral variable. In this paper, we will 
analyze both the MoM technique for obtaining this equation in covered and uncovered 
microstrip lines and the equation itself. Special attention will be devoted to study the 
possible location and evolution of the solutions in the complex plane. This analysis 
will provide guidelines for the search of the leaky modes of printed lines. It would be 
also useful as a previous step towards a rigorous 3-D spectral domain analysis of the 
practical excitation of leaky modes by physical sources. 

THE IMPLICIT DISPERSION EQUATION 

The structure under analysis is a microstrip line on a dielectric substrate with an 
optional upper ground plane (see Fig.l). A wave propagating along the positive z- 
direction will be assumed, with fields of the kind E = E0(x,y)e~:'kzZe3Ut (the factor e3<Ji 

will be suppressed in the following) where kz is a complex propagation constant having 
Re(fcz) > 0; lm(kz) < 0 . The integral equation for the tangential electric fields on the 
strip interface is given by: 

r12 — 
=  /       G{x - x1; kz) ■ 3s(x')dx' = 0 ;   -w/2<x<w/2 (1) 

J-w/2 

v/2 

E, 
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where G(x - x'; kz) is the transverse Green's dyad in the spatial domain [6], and Js the 
surface current on the strip. As is well known, leaky modes are nonspectral solutions of 
the Maxwell equations, and therefore the definition of the Green's dyad is not unique. 
The different choices for the Green's dyad are given by the different inversion contours 
C used in the expression: 

G(x - *'; kz) = ±- [ G~(fc,; ht)tr^'-"Ukx (2) 
w Jc 

that relates the spatial-domain Green's dyad to the dyadic spectral domain Green's 

function G(kx; kz). Some apparent restrictions are imposed to the inversion contour C: 

• C must be symmetric by inversion with respect to the origin in the kz plane, 
owing to the symmetry of the substrate 

• C must run along the real axis as kx ——> oo, to ensure that the fields remain 
finite for any finite value of a; [6]. 

Upper ground plane (optional) 

fy   i —i 

>.-    ..:iT" .[.■?_&.:.:.( -X 
x=-w/2/       x=w/2 

*Z 

Figure 1: Covered/uncovered microstrip line on a dielectric substrate 

Once the inversion contour C has been chosen, (1) can be expressed in the spectral 
domain as: 

Et = J- I G{kx; kz) ■ Js(kx)e-**xdkx = 0 ;   -w/2 <x<w/2, (3) 
^ Jc 

where Js is the Fourier transform of the surface current density on the strip. Then 
the MoM is applied, with suitable basis, Jn, and weight functions, w„(x), giving the 
implicit equation of dispersion which can be expressed as: 

/(fc2)-Det(<w;|§|Jn>)c   =0 (4) 

where wn are the Fourier transforms of the weight functions wn, and the inner products 
can be evaluated in the spectral domain using: 

<w;|G~|Jn>c=  I w*m{kl)-G~{kx-kz)-3n(kx)dkx. (5) 
Jc 

It should be emphasized the double conjugation w^(fc*) in the integrand of (5). This 
double conjugation arises from the generalization of the Parseval theorem to complex 
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integration contours, and guarantees that f(kz) is an analytical function, except for 
some point singularities that will be discussed below [6]. It is also worthwhile to note 
that complex solutions of (5) should appear in pairs of complex conjugate roots kz and 
&*, being those solutions with Re(&z) > 0, \m.(kz) > 0 physically meaningless. 

Different leaky mode solutions to (4) will appear when different inversion contours 
C are used in the definition of the inner products (5). In covered lines the spectral 
Green's function is a meromorphic function whose poles kXtJl are given by: 

-v2 - p    4.1c2 

In — Kx,n T Kz ) (6) 

where kz is the unknown propagation constant of the leaky mode and 7„ are the 
wavenumbers of the different uniform plane waves that can propagate in the back- 
ground waveguide [6]. For complex propagation constants kz, these poles are located 
along the hyperbolae defined by: 

Ke(kx)lm(kx) = —Re(A;z)Im(A:2) (7) 

in the complex fc^-plane [7]. Owing to the Cauchy theorem, the inner products (5) for 
two different inversion contours C and C" will differ only if the poles kXi„ have different 
relative locations with respect to C and C". This fact is illustrated in Fig.2, where the 
inversion contour C surrounds only the pole corresponding to the first waveguide mode 
kx,i, and the contour C surrounds the two first waveguide mode poles. For a given 
inversion contour, the waveguide modes participating in the leakage .are those enclosed 
btween the inversion contour and the real axis. As the far field for |x| —► oo must be 
a superposition of outgoing waves, all the enclosed waveguide modes must be above 
cutoff for physical leaky modes [7]. 

Im(kx) 

Re(k„) 

Figure 2: Inversion contours for covered microstrip line leaky mode analysis 

The situation is somewhat different for uncovered lines, because in this case the 
spectral Green's dyad has branch cuts in kx = y/kfi — kj, where ko is the free-space 
wavenumber. The usual choice of the branch cuts (see Fig.3) implies the definition of a 
proper and an improper Riemann sheet, defined by lm(ky) < 0 (ky = yjkl — k% — fc2) 
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and lm(ky) > 0 respectively. For these definitions and for complex values of kz, the 
branch cuts in the complex fc^-plane are located along the hyperbolae defined in (7). The 
spectral Green's dyad has also one or more surface-wave poles on the proper Riemann 
sheet, given by (5), where 7n are now the eigenvalues of the surface waves that can 
propagate in the background waveguide. It can be noticed that inversion contours lying 
entirely on the proper Riemann sheet can not provide leaky modes with volume-wave 
radiation, for the far field should vanish as y -> oo. To obtain leaky modes exhibiting 
volume-wave radiation, the inversion contour must surround the branch points, and then 
lies partially on the improper Riemann sheet [1] [8] [9]. All these facts are illustrated in 
Fig.3. The inversion contour C corresponds to a leaky mode whose far field is composed 
only by the first surface-wave mode. The contour C" instead corresponds to a leaky 

mode that radiates in both volume and surface waves. 

Figure 3: Inversion contours for uncovered microstrip line leaky mode analysis 

ANALYSIS OF THE IMPLICIT DISPERSION EQUATION 

The solution of the implicit dispersion equation (4) implies to compute the function 
f(kz) (4) and search for its zeros. In this section we will analyze the behavior of f(kz) 
in the kz complex plane. The basis and weight functions, wn and Jn, are defined in a 
finite interval of the x variable and therefore its Fourier transforms are analytic, making 

that the singularities of f(kz) are related to those of the spectral Green's function G. 
For covered striplines it has been reported the presence of square-root type branch 
points of f(kz) at kz = 7„ [6]. If the branch cuts are chosen as in Fig.4, the upper 
Riemann sheet can be chosen as the so called proper Riemann sheet, i.e. the sheet 
that corresponds to the choice of the inversion contour C of (5) along the real axis of 
the complex kx plane. Only real bound modes of the line will appear on this sheet; 
complex leaky modes as well as unbounded real modes will appear on the lower sheets. 
We will define the remaining Riemann sheets in Fig.4 giving the set of waveguide modes 
{-yn} which participate in the leakage of power (i.e. giving the set of waveguide modes 
between the inversion contour and the real axis). Thus, the Riemann sheet defined by 
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the set (71,72) corresponds to a choice of the inversion contour as C" in Fig.2. 

Figure 4: Branch points and branch cuts of f(kz). The upper Riemann sheet is the proper sheet. The 
lower sheets are defined by the set of waveguide modes {7«} participating in the leakage 

There is another interesting choice of the branch cuts. They can be chosen along 
the real axis, finishing in kz —► 00. In Fig.5 we have plotted this possibility for the 
branch cut corresponding to the first waveguide mode 71. In this case, the second and 
the fourth quadrants of the upper Riemann sheet does not correspond to the same 
quadrants of the proper Riemann sheet (see Fig.4). The fourth quadrant in particular 
corresponds to a choice of the inversion contour in (5) like the path C in Fig.2, with 
a symmetrical choice for the second quadrant. If the branch cut corresponding to the 
second waveguide mode 72 is also chosen in the same way, the upper fourth and second 
quadrants will now correspond to the (71,72) sheet of Fig.4, and so on. 

There are some interesting conclusions that can be obtained from Figs.4 and 5: 

• First of all, we can see in Fig.5 that the proper Riemann sheet and the sheet defined 
by a choice of the inversion contour like C in Fig.2 are only connected through 
the segments of the real axis defined by 71 > \k2\ > -y2- This conclusion can be 
generalized saying that the proper Riemann sheet is only connected to the sheets 
of Fig.2 defined by sets of consecutive poles, i.e. by sets of the (71, ...7^7,+!, ...fn) 
kind, through the fn > kz > 7n+i zones of the real axis. 

• A second conclusion affects to the onset of complex leaky modes. They can only 
appear in pairs of complex conjugate roots of (4). Therefore, two real modes 
(unbounded and/or bound) must join at the onset of a leaky mode, giving rise to 
the pair of complex conjugate roots. Nevertheless, all the real modes (bound and 
unbounded) are restricted to the \kz\ > 71 zone of the real axis, since for other real 
values of kz there will be a non-compensated lateral power flux from or towards 
the line, violating thus the Poynting theorem1. In consequence, all the complex 
leaky modes must exhibit a spectral gap region with Re(fc2) > 7X at the onset (of 
course, they can be also leaky modes that remain complex for all frequencies). 

'For the same reason there will not be possible an hypothetical purely imaginary root of (4) 
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Figure 5: Another choice of the branch cuts for f(kz). The branch cut associated with the first 
waveguide mode, yu has been chosen in order to include in the upper Riemann sheet (second and 
fourth quadrants) the leaky modes with the first waveguide mode participating in the leakage 

• A third conclusion also affects to the onset of leaky modes. It is apparent from 
Figs.4 and 5 that real modes on different Riemann sheets can never join together, 
except for the case of a real bound mode and an unbounded mode of the (ji) 
sheet of Fig.4. Therefore, complex leaky mode on the (7^ sheet of Fig.4 can be 
originated by the combination of either a bound and an unbounded real modes, 
or two unbounded real modes. But leaky modes on any other sheet only appear 
after the joining of a pair of unbounded modes on the same Riemann sheet of 

Fig.4. 

• Finally, a complex leaky mode on a given Riemann sheet of Fig.4 can never go 
through the branch cuts from a sheet to another one. In fact, this would imply 
its transformation into a real mode on the real axis in the \kz\ < 71 zone, which 
has been found to be impossible 2. Therefore all the solutions of (5) must remain 
always on the same Riemann sheet of Fig.4, except in the case of the proper and 

the (71) Riemann sheets. 

For uncovered lines, the picture of the singularities of f(kz) is more complicated 
because another branch point appear in kz = k0. This new branch point is not of 
the square-root type, a fact that substantially affect to the sheet structure of f(kz). 
However, in this kind of structures, there is always at least a surface-wave branch point 
7! > k0, and some of the aforementioned properties of the roots of (5) remain still 
valid. In particular, it must be true that bound real modes can not be connected with 
any other improper modes than those lying on the (7^ Riemann sheet. This fact can 
be seen in Fig.6, where the dispersion characteristics of some microstrip higher order 
modes are shown. At low frequencies, the higher order bound modes (EH^ and EH2) 
migrates to the (71) Riemann sheet, becoming real unbounded modes (which are not 
shown in the figure). Moreover, there also appear two volume-wave leaky modes (LM1 

2Or its transformation into a purely immaginary root of (5), which is also impossible 
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and LM2), which are obtained following an inversion contour similar to those labeled as 
C" in Fig.3 . These leaky modes are not connected with the bound modes, a fact that 
is more apparent for the EH2 mode. The closeness of the first TMo waveguide mode to 
the free space wavenumber, ko, makes this fact less apparent for the EHi mode, but it 
has been carefully tested by numerical computations. 

12.0 

20 30 
Freq(GHz) 

Figure 6: Normalized propagation constants of an uncovered microstrip on an uniaxial dielectric 
substrate (ex — tz = 9.8fo, (y = 10.3eo> w/h = 1). The EH„ modes have are bound modes lying 
on the proper Riemann sheet of f{kz). The LMn modes are on the (71, &o) Riemann shhet, i.e., they 
have been computed using an inversion contour as C" in Fig.3 

Finally, it is interesting to note that the aforementioned analysis of the function 
f(kz) has been fruitfully used in the spectral domain analysis of the excitation of leaky 
modes by finite sources made in [10]. In this work it is shown that the branch points 
and Riemann sheets of the 3-D spectral domain Green's function of the stripline are 
the same that those of f(kz) and that the pole singularities of the 3-D spectral domain 
Green's function are the zeroes of f(kz). Using these properties a necessary condition 
of excitation was shown in [10]. This necessary condition of leakage states that a 
leaky mode lying on the (71,72, ...,711) Riemann sheet must satisfy the condition 7„ > 
Re(Ä^) > 7n+i, in order to be significantly excited by a physical source. This statement 
is justified because only leaky modes satisfying this condition are close enough to the 
proper Riemann sheet to affect the field calculations in any way [10] (see also the first 
aforementioned conclusion on the properties of f(kz)) 

CONCLUSION 

The method of moments in the spectral domain has been applied to the analysis 
of leaky modes in covered and uncovered microstrip lines. The dispersion relation has 
been obtained as an implicit equation in the complex plane whose solutions are the 
zeros of a function f(kz) of the spectral variable. Some properties of this function 
and of its zeros have been deduced and tested by numerical computations. It has been 
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shown that f(kx) has square-root type branch points at the locations of the background 
waveguide modes. The sheet structure of f(kz) has been also studied. The evolution 
and properties of the zeros of f(kz) have been analyzed, showing that they must remain 
inside the same Riemann sheet when frequency varies, except for the solutions on the 
proper Riemann sheet (bound modes). These solutions can transform into unbounded 
modes and, eventually, into complex leaky modes on a particular Riemann sheet of 
f{kz). The spectral gap and other known properties of leaky modes can be also deduced 
from the features of f{kz). This study can be also fruitfully used in the 3-D spectral 
domain analysis of the physical excitation of leaky modes. 
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INTRODUCTION 

The existence of leaky modes on printed circuit transmission lines has been the subject 
of considerable interest recently1. These modes are usually undesirable since they result in 
increased attenuation of the signal, and may result in crosstalk with adjacent circuit 
components and other spurious effects, including interference with bound modes that also 
propagate on the line2. Of particular interest is the existence of leaky dominant modes on the 
structure2,3. A dominant leaky mode (as opposed to a leaky higher-order mode), is one that 
has a current distribution on the conducting strip that closely resembles that of a quasi-TEM 
mode of propagation. Therefore, such a leaky mode will typically be excited quite strongly 
by a customary feed. Leaky dominant modes have been found on multilayer stripline 
structures2, coplanar waveguide and slotline4, coplanar strips5, microstrip line with an 
anisotropic substrate6, and recently on microstrip line with an isotropic substrate7. 

Although the propagation properties of leaky modes on printed-circuit lines has been 
studied quite thoroughly in recent years, much less attention has been devoted to the 
interesting and practical issue of excitation of these modes by a practical source, such as a 
delta-gap feed on the conducting strip or a probe feed. The issue of excitation by a finite- 
size feed is an important one, since it can be used to define the degree of physical meaning 
of the leaky mode8. For printed circuit structures, the excitation of the current on the 
conducting strip by a finite source provides a convenient way to investigate the physical 
meaning of the leaky modes, and this is the subject of the present paper. Results will be 
presented for the two-layer stripline structure shown in Fig. 1. One advantage of this 
structure is that it allows considerable flexibility in controlling the phase constants of the 
leaky, bound, and parallel-plate modes, by selection of the dimensions and permittivities. 
The source consists of a delta-gap feed located on the strip. 
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In this paper the calculation of the strip current due to the source excitation is 
performed by constructing a numerical Green's function. The calculated strip current is 
numerically exact, under the assumption that the strip width is small (since a fixed transverse 
dependence of the longitudinal current is assumed, and the transverse current is neglected). 
The numerical Green's function is obtained by Fourier transforming the source in the 
longitudinal (z) direction. The problem is thus essentially reduced to one of calculating the 
strip current due to an infinite set of phased line source excitations (a one-dimensional 
Green's function problem). The one-dimensional Green's function is in turn calculated from 
a spectral integration in the transverse wavenumber (fc) plane, which is the^same type of 
integration used to solve for the modal solutions on the guiding structure . One of the 
properties of the *, integration is that different choices are possible for the path of 
integration2. A real-axis path defines a modal solution that is bound in the transverse (± x) 
directions, while a path that detours around the poles of the background structure results in 
a solution that is improper in the transverse directions. Different choices of path in the 
transverse wavenumber plane give rise to branch cuts in the longitudinal wavenumber plane 
for the integration in kz that determines the numerical Green's function. A careful 
consideration of these branch cuts provides much insight into the physical meaning of the 
leaky modes that are excited by the source, corresponding to the poles in the kz plane. 

The numerically exact strip current is compared to the current of the leaky mode alone, 
defined from the residue contribution of the leaky-wave pole in the kz integration of the 
numerical Green's function. The degree of physical meaning for the leaky mode is defined 
by the correlation between the exact and leaky-mode currents. The generalized pencil of 
functions (GPOF) method10, which resolves the exact current into a set of exponential 
waves, is used to help quantify the correlation. 

ANALYSIS 

A. Formulation for Strip Current 

The conducting strip is assumed to be infinite in the ±z directions, and perfectly 
conducting. Another assumption is that the strip width is sufficiently small that the 
transverse (^-directed) current may be neglected. A delta-gap voltage feed is assumed to 
exist at z=0. For the delta-gap feed, there is an impressed electric field on the surface of the 
conducting strip, of the form 

Ez(x,z) = T(x)Ls(z). <D 

The function T(x) is taken as unity over the width of the strip. The function Lg(z) is 
S(z) for an idealized delta-gap feed. However, in order to make the transform converge 

faster, Lg{z) is taken as 

1 e — (2) 
\2n 

which has the transform 
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£«(*«) = e 2 

The current on the strip is represented as 

JszM = ri{x)l(z), 

where 

1 
w/h • <2 

T](x) = ■ #-*• 

"^' "min      ^ 

i 

.     w 
vWfcmin>2, 

(3) 

(4) 

(5) 

with hmia = min(hl,h2). A spectral-domain method is used to solve for the current on the 

strip, by requiring that the electric field produced by the strip current equal the impressed 
field of the delta-gap source. A Galerkin testing procedure results in the solution 

'«{*.*) = ^x)~Lls(kMK)e-iK'-dkz, In 
(6) 

where 

*,(*<)=■ 

2% 

jy-{kx)Gu{K,kz)dkx 

(7) 

with Ga(kx,kz) a component of the spectral-domain Green's function (the Fourier 

transform of the field Ez(x,z) due to a unit-amplitude z-directed electric dipole). Equation 

(6) is the numerical Green's function for the current on the strip when excited by a delta-gap 
feed. 

The function Rg(kz) has poles in the kz plane at the values of the propagation constants 

of the guided modes on the structure, either kb
z for the bound mode or k'z

w for a leaky 
mode. This is because the denominator in Eq. (7) is precisely the same integral that appears 
in the solution of the propagation constant for the guided-mode on the structure. The 
residue contribution to the integral (6) at a pole gives, by definition, the current amplitude of 
the guided mode (either bound or leaky), and defines the excitation coefficient of the guided 
mode. 

B. Discussion of Integration Paths 

An important consideration in the evaluation of the numerical Green's function is the 
choice of path in the kx plane for the evaluation of the function Rg{kz) in Eq. (6). As 
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mentioned previously, there are poles in the kx plane, corresponding to the parallel-plate 
modes of the background structure, located at 

K=KP=K-kl)'\ (8) 

where k is the propagation wavenumber of a parallel-plate mode. In most practical cases 

only the fundamental TM0 mode (kpp=kmo)is above cutoff. The path of integration in the 

kx plane may either be chosen to detour around the poles or not. For example, if kz is chosen 
in the fourth quadrant of the complex plane, the poles in the kx plane will be in the first and 
third quadrants, as shown in Fig. 2 (illustrated for a single pan- of poles kpp = kmo). There 

are two possible paths shown: the real axis path (which will yield a bound solution) and the 
one that detours around the poles (which will yield an improper solution). Therefore, the 
function Rg(kz) is a multi-valued function, which implies the existence of branch cuts in the 

kz plane, in order to restrict the function Rf(kz) to being single-valued. By circling the 

branch point in the kz plane, and examining the corresponding path of integration in the kx 

plane, it is concluded that the branch cut corresponds to a two-sheeted Riemann surface, as 
does a square-root type of branch point (two round trips around the branch point result in 
the same path of integration in the kx plane). The important observation that poles of the 
background structure give rise to branch points in the longitudinal wavenumber plane, 
which is key to the discussion below on the physical meaning of the leaky modes, was 
recognized originally by Nyquist". The branch cuts play a crucial role in providing insight 
into the physical meaning of the leaky mode excited on the structure. 

y 

t 
h2T w e2 

M ei 

Fig. 1. Two-layered stripline structure. 

The exact shape of the branch cuts is arbitrary. However, a convenient choice is the 
Sommerfeld branch cut, in analogy with the same shape of branch cut that is commonly used 
when dealing with the wavenumber mapping shown in Eq. (8). The Sommerfeld choice of 
branch cuts is shown in Fig. 3 for the case of two modes above cutoff. A convenient 
property of the Sommerfeld branch cut is that all points on one of the sheets (denoted as the 
top sheet) of the kz plane correspond to paths in the kx plane that do not detour around the 
poles in the kx plane - that is, the path is the real axis. Points on the bottom sheet correspond 
to paths that detour around the poles in the kx plane (as shown in Fig. 2). 

310 



The branch cuts in the kz plane provide insight into the physical meaning of a leaky 
mode that is excited by the source. The path of integration in the kz plane is along the real 
axis, except that the path detours around the bound-mode poles that lie on the real axis 
(above the pole on the positive real axis, below the one on the negative real axis). If a leaky- 
mode pole is close to the integration path in the kz plane, and the residue of the pole is not 
too small, then the pole will make a strong contribution to the path integration. This 
contribution will result in a field behavior that closely resembles the field of the leaky-mode, 
i.e., the field from the residue of the pole. If the pole is further from the path, its 
contribution will be blurred out, and the integrand will not have a sharply peaked well- 
defined component; consequently, the field calculated from the path integration will not 
resemble that of the leaky mode alone. Therefore, a necessary condition for a leaky mode to 
have physical meaning is that the leaky-mode pole be close to the path of integration. 

The term "close" means close in the Riemann surface sense, not in the geometrical 
sense. To illustrate this, consider several possible pole locations in the kz plane, shown in 
Fig. 3 as points A, B, C, and D (only poles in the right-half of the complex plane are shown 
for simplicity). The (real axis) path stays on the top sheet of all branch points. Point A is on 
the top sheet of all branch points and corresponds to the location of the bound-mode pole, 
which is on the real axis and has kv >kmo, while points B, C, and D are possible locations 

•—k xr 

Fig. 2. Two possible paths of integration in the k„ plane. The real-axis path yields the bound-mode solution, 
while the path that detours around the poles yields the leaky-mode solution. 

of the leaky-mode. Clearly, point A is close to the path (and this agrees with the well-known 
fact that the bound mode is always physically meaningful). 

Points B and C are assumed to reside on the bottom sheet of the TMo branch point, and 
the top sheet of all others (corresponding to the path shown in Fig. 2, that detours around 
only the TM0 parallel-plate poles). Because point B has k^ > kmo, but is on the opposite 
sheet to the one the path is on, it is "far" from the path, even though it may have coordinates 
(Jfcy.Jtj,-) that are geometrically close to the path. Point C has kTE1 < k!r<kTMÜ, and is close 

to the path. 
Point D has kz< kTE1, and is located on the bottom sheet of both the TM0 and TEi 

branch points. This point is also close to the path. 
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For the leaky-mode poles, any other location on different sheets, other than points C 
and D, would not be close to the path. A concise way to summarize this necessary condition 
for physical meaning is that provided by the "condition of leakage" 2. This criterion states 
that, in order for a leaky mode to have well-established physical meaning, the value of the 
phase constant ß=Re(k'z

w) must be consistent with the choice of path used to obtain the 

leaky mode. The word consistent means that the path must detour around (capture the 
residues from) only those poles for which ß<kpp, and none others. 

'Zl 

-k TMO 

X 
zr 

B 

Fig. 3. The Jfcj plane when two modes (TM0 and TE,) are above cutoff, showing various possible pole 
locations. 

RESULTS 

The numerically exact current on the conducting strip (from Eq. (6)) is compared with 
the current of the leaky mode, in order to illustrate the determination of physical meaning. 
The current of the leaky mode is obtained by calculating the residue contribution from 
integral (6), which defines the excitation coefficient of the leaky mode. (The excitation 
coefficient of the bound mode is also calculated in this way, although the focus will be on 
the leaky mode). To help quantify the comparison, the generalized pencil of functions 
(GPOF) method10 is used to approximate the exact strip current with a set of exponential 
waves. 

The dispersion curves showing the normalized phase constants for the bound mode, 
leaky mode, and the TM0 mode of the two-layered structure in Fig. 1 are shown in Fig. 4. 
The structure has a wide strip, and the permittivity of the bottom layer much larger than that 
of the top layer (which is air). This results in a large separation between the dispersion 
curves for the three different solution in Fig. 4, which makes the results easier to interpret 

Table 1 shows a comparison between the theoretical excitation coefficients and the 
GPOF fit versus frequency, to study how the physical meaning of the leaky mode changes 
with frequency. The GPOF waves with the largest amplitudes are shown for each frequency. 
For all frequencies, the agreement between the theoretical values and the GPOF results is 
excellent for the bound mode, as expected (since this mode always has physical meaning). 
For the leaky mode, the agreement is quite good at 8 GHz, and becomes progressively 
worse as the frequency decreases. This is because the leaky mode is approaching the 
"spectral gap" 12, which is the region below approximately 1.5 GHz, for which ß>kmo . 
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Fig. 4 Dispersion plot showing the wavenumbers of the bound and leaky modes for the structure of Fig. 1. 
Also shown is the dispersion curve for the propagation wavenumber of the TM0 parallel plate mode. e,i = 
10.0, e,2 = 1.0, hi = 1.0 mm, h2 = 0.5 mm, w = 7.0 mm. 

TABLE 1 

Theoretical propagation constants and amplitudes (real, imaginary) determined from the 

pole locations and the residues of the poles in the Jfc, plane, and those determined numerically 

by the GPOF method, for a delta-gap source. 

f (GHz) K'K AMPLITUDE 

8 Theory 
bound 
leaky 

TMo 

(2.9277, 0) 
(1.0800, -0.32283) 
(1.6119,0) 

(0.02483,0) 
(0.02286, -0.00452) 

8 GPOF 
(2.9274,0.000015) 
(1.0828, -0.32201) 
(1.5974, -0.23874) 
(1.6110,-0.04738) 

(0.02486,0.000031) 
(0.0234, -0.00780) 
(0.00078,0.00147) 
(-0.00038,0.00016) 

4 Theory 
bound 
leaky 
TMo 

(2.6936, 0) 
(1.3336,-0.36879) 
(1.5885,0) 

(0.0306,0) 
(0.0275, -0.0.0004) 

4 GPOF 
(2.6935, -0.000055) 
(1.3520, -0.32484) 
(1.5938, -0.08322) 

(0.0306,0.00001) 
(0.0213,0.0125) 
(-0.00121,0.00143) 

2 Theory 
bound 
leaky 

TMo 

(2.4453,0) 
(1.5441, -0.28270) 

(1.5830,0) 

(0.03645,0) 
(0.0287,0.00871) 
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Complex Characteristic Impedance of a Leaky Conductor- 
Backed Slotline: Alternate Analysis Methods 
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ABSTRACT: 

We present in this paper alternate definitions of "equivalent complex characteristic 
impedance" for a conductor-backed slotline, that can be useful for circuit modeling 
purposes. Standard methods for computing the characteristic impedance of non-leaky 
transmission lines would not apply when leakage exists. Two definitions are discussed, 
that are compared with each other, as well as validated by comparing with rigorous 3D 
simulations of a practical circuit geometry. The basic, definitions can also be extended 

to other general leaky printed lines. 

1     Introduction 

Though the leakage mechanism in certain types of printed transmission lines have been 
recognized for sometime [1] - [4], only the propagation behavior of such leaky lines 
have been investigated. The impedance characteristics of leaky lines have not been 
studied. It is possible to design novel practical circuits such as couplers, antenna 
feeds, signal transitions, etc., that make novel use of the power leakage concept in 
printed lines. For such circuit applications, it is important to define a characteristic 
impedance, Zc, for an ideal infinite-length leaky line, that can be useful for simple circuit 
modeling of practical finite-length sections. Unfortunately, the standard definitions of 
characteristic impedance commonly used for non-leaky transmission lines would not 
apply when leakage exists. For a leaky conductor-backed slotline (CBS), for example, 
defining an "equivalent characteristic impedance" is made complicated due to its non- 
conventional growing fields. Due to indefinite growing nature of the transverse fields of 
a CBS, which increase to infinity at large distances, the total cross-sectional power for 
a given slot voltage would become infinitely large. Therefore, a standard power-voltage 
definition [Zc = (voltage)2/(cross-sectional power),] of the characteristic impedance, 
commonly used for regular slotlines, can not be used here. This will result in a trivial 
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zero value of the characteristic impedance, which is not practically meaningful. The 
voltage-current definition (Zc = voltage between the two conductors / the total current) 
will also fail to work, because the total current on the groundplane of a CBS can not 
be properly defined. 

2     Theory 

In this paper we will present two definitions for the characteristic impedance of a 
conductor-backed slotline (CBS.) The geometry of a CBS, which is known to be leaky 
at all frequencies [1,2], is shown in Fig.l. A simple quasi-static distributed model 
for a general leaky transmission line is shown in Fig.2, that includes material as well 
as leakage loss. For a CBS, particularly, the leakage loss is a distributed radiation 
process that can be modeled as distributed shunt conductance, G'. Similarly, for a 
leaky strip-type transmission line the leakage loss can be incorporated via distributed 
series resistance, R'. The G' or R' can be viewed as equivalent to radiating antenna 
elements connected in parallel or series with the transmission line. The total fields of 
the transmission line of Fig.2 consists of two parts: (1) the radiation fields produced 
due to the distributed radiating elements, that are exponentially growing in transverse 
directions, and (2) the quasistatic transmission line fields. 

w 

A CONDUCTOR-BACKED 

SLOTLINE 

Fig.l: Geometry of a conductor-backed slotline (always leaky) that is analyzed for 
the characteristic impedance study. The propagating direction is assumed along x, the 
transverse direction is y, and the normal direction is z with zero reference on the plane 
of the conductor backing. 

/ 

V- 

Fig.2: A generalized equivalent circuit of a transmission line with distributed radiation. 
R and G constitute material loss (metal and dielectric loss,) which are neglected for the 
present study. R! and G" are respectively the series radiation resistance and the shunt 
radiation conductance per unit length. R' is assumed zero for a conductor-backed 
slotline (the leakage is modeled as shunt type radiation.) L and C are quasi-TEM 
parameters. 
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The quasistatic transmission line fields are bound to the vicinity of the transmis- 
sion line, and dictate the characteristic impedance of the line. Whereas, the exponen- 
tially growing radiation fields from the distributed sources are a part of the loss process 
that do not directly contribute to the power transmission along the transmission line 
(the effect of radiation is indirectly accounted for through the distributed radiation 
resistance R' or conductance G'.) We analytically extract out the exponentially grow- 
ing leakage fields from the total fields of a CBS. This is implemented using a residue 
theory on the complex spectral plane [2]. The rest of the fields are called the "bound- 
mode fields." The transverse power associated with these bound-mode fields is then 
calculated by integrating over the transverse plane. We now define a characteristic 
impedance using the bound-mode power, Pi,: 

z<=w (1) 

This characteristic impedance, referred to as the "bound-mode characteristic impedance," 
was proposed by us in [5], and is expected to be valid for circuit modeling purposes 
when leakage exists. It may be noted, the characteristic impedance obtained above is 
a complex number, unlike the purely real number for a non-leaky, lossless transmission 
line. 

We propose here a second method based on a simple transmission line theory of 
Fig.2. First, we find the radiation conductance, G', of Fig.2 by analytically calculating 
the power radiated away by the leakage fields. The following procedure is used: 

The spectral domain Green's functions due to an x directed equivalent magnetic current 
source (or, y directed slot field), can be used in order to express the x component of 
the magnetic field, Hx, of the CBS of Fig.l [6,7,8]. We are only interested in the field 
at the z = d- plane (slightly below the plane of the slot). 

Hx(x,y,z = d.) = —— / -^-2- cot(^d)F(ky;W)e3kyydkv, (2) 
Z7T      JC WiWUn 

fv = \Ao«r - k2
e;  K = ß-ja;  lm(<pp) > 0, (4) 

<Pi = \/<# - *?• (5) 

Here F(ky; W) is the Fourier transform of the transverse variation, f(y), of slot field 
of the CBS, which is assumed uniform over the width W of the slot. ke is the complex 
propagation constant of the leaky CBS obtained separately using [2], and u> is the fre- 
quency of operation in rad/s. The contour of integration C in (2) is properly deformed 
on the complex ky plane respectively below and above the poles of the integrand at 
-<pp and +ipp [2]. 

Now, the singular part, Hsx, in (2) produces the exponentially growing leakage 
fields that carries away power from the central transmission line. Contribution due this 
singular part can be analytically extracted from (2) using residue theory. 

H„{x,y > CV = cL) = -c-i*.*F(-w ^)_^_c-^»; (6) 

Hm(x,y>0,z = d^ = -e-'k-'F{tpp;W)^-^'y. (7) 
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The circuit parameter G' can be expressed using reaction per unit length of the above 
Hsx with the equivalent magnetic current (or slot field) distribution of the slotline. 

G>=Reai (CH«{*>v'z=d-^y)^xdy)=Reai (ä i^p-) 
(8) 

From the known values of G' and ke, we can find the values of the circuit param- 
eters L, C, and Zc of Fig.l using transmission line principle. 

We refer to this method as the circuit extraction method. Though the method is based 
on a quasistatic model of the transmission line, it should provide a first order approxi- 
mation for comparison with the more rigorous definition obtained earlier in (1). Also, 
in order for the method to be implemented, it is assumed that the transverse variation 
of the slot fields are known, which in (3) is assumed to be uniform for simplicity. 

In addition to the above two methods, we have also performed 3D electromag- 
netic simulations of a realistic circuit geometry in order to validate the characteristic 
impedance definitions proposed. A finite-length section of a short-circuited CBS stub 
of length L = 20A0, excited at the center by a shunt current source (see Fig.3 inset,), is 
used for the simulation. The numerical simulation of the above circuit geometry is sep- 
arately performed using a full-wave method of moments. The characteristic impedance 
of the line is derived from the input impedance, Z,-„, seen by the excitation source: 

7 _ 2^'n (in) 
c~ jt;m(keL/2) V    ; 

When the length of the stub, L, or the attenuation constant, a, of the transmission 
line is sufficiently large (in most cases we have simulaed,) the stub approximates two 
infinite-length transmission lines connected in parallel across the input current source 
(see Fig.3 inset for the stub geometry). Under this consitoin, Zc ~ 2Z,-„, which should 
also be evident from (10) because now j t&n(keL/2) ~ 1.0. 

Because (10) models a real circuit component, it should provide a reliable mea- 
sure of the characteristic impedance of the leaky line. However, due to the significant 
complexity of a 3-D simulation, it is always desirable to use a simpler definition based 
on a 2-D analysis such as the two definitions discussed earlier. It may be noted, that the 
definition of (10) do not account for the discontinuity effects at the short-circuit ends, 
or at the feeding location of the stub, or interactions between the two discontinuity 
effects. Because these effects are usually small, the definition of (10) should at least 
provide a reliable first-order estimate for comparison with the other definitions. 

3    Results 

Fig.3 and Fig.4 show comparison of characteristic impedance values obtained using 
(1,9,10), for different substrate thicknesses, d, and substrate dielectric constant, er, 
respectively. More 3D simulations have been done with different stub lengths and source 
positioning, showing consistent results. It may be noted here, that the imaginary parts 
of the characteristic impedance, which have much smaller magnitudes compared to the 
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Fig.3: (a) Comparison of the equivalent characteristic impedance for different values 
of conductor-backing separation, d, obtained using (i) the "bound-mode Z" definition, 
(ii) the circuit model, and (iii) the 3D simulation. The 3D full-wave electromagnetic 
simulation was performed first to find the input impedance seen by a delta-gap shunt 
current source at the center of a 20A0 long slotline (see the inset,) from which the 
characteristic impedance was calculated. Slot width = 1mm, er = 2.55, frequency = 
10GHz. (b) The corresponding values of ß and a used for the circuit model derivation. 
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Fig.4: Results similar to Fig.3, but for different values of er, with d = 0.5cm, frequency 
= 10GHz, slot width = 0.1cm. 
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Fig.5: Results similar to Fig.3a (only real part of Zc are shown,) but for different values 
of slot width, W, with er = 2.55, d = 0.8cm, frequency = 10GHz. The corresponding 
values of a and ß can be obtained from [2], having tta same set of physical parameters. 
Poorer results from the circuit definition for larger vdues of W can be explained due 
to inaccurate modeling of the slot fields in (5) using a simple uniform distribution. 

real parts, could not be derived properly from the 3D simulations. This is because, the 
additional reactive impedance usually seen at the input discontinuity masks the much 
smaller reactive values contributed by the transmission line characteristic impedance. 
The independent results of Fig.3 and Fig.4 are seen to agree well, which should validate 
the proposed definitions. In Fig.3, the characteristic impedance is zero for d = 0, which 
is due to the short circuiting effect of the bottom ground plane, and increases with d. 
For large values of d, the parallel plate mode excitation is reduced, which explains the 
decrease of the imaginary part of Zc and the leakage constant a with d. In Fig.4, when 
er = 1.0, the geometry turns into a TEM structure with no leakage (a = 0), and hence 
a purely real value of Zc. 

Fig.5 shows data similar to Figs.3,4, but for different values of slot width, W 
(only the real part of characteristic impedance has been shown.) The general trend of 
the characteristic impedance in Fig.5 obtained using the circuit definition is similar to 
that from the "bound-mode characteristic impedance" definition and the 3-D simula- 
tion. The actual values compare well for small slot widths, which further validates our 
proposed models. However, the comparison of actual values in Fig.5 is poorer for larger 
W. This could be possible due to poor modeling of the slot electric field for large slot 
widths. In (5) the slot field has been assumed to be uniform over the width of the slot. 
This is a valid approximation only for small W, and the approximation can be poor for 
larger values of W. 

4     Conclusion 
As we conclude from our investigation, the new definitions of characteristic impedance 
should be useful for circuit designs of transmission lines that are predominantly leaky. 
The basic theory can be similarly extended to other slot- and strip-type transmission 
lines. The bound-mode impedance definition is inherently more rigorous than the 
circuit extraction method. However, the circuit extraction method is analytically much 
simpler than the bound-mode power method, and can be useful at least as a good first 
order approximation in most practical situations. 
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INTRODUCTION 

The suppression and avoidance of undesirable leakage effects has been recently 
investigated for stripline and microstrip structures [1] as well as for some other conductor- 
backed printed transmission lines [2],[3]. It has been found that through the use of suitable 
dielectric loading, leakage in many printed structures can be suppressed over all 
frequencies, or over some frequency range. The general idea is either to decrease the 
velocity of the transmission line modes, increase the velocity of the background modes into 
which energy is leaked, or a combination of both effects. Other techniques to suppress 
and/or avoid leakage from conductor-backed transmission line configurations have been 
presented in [2], including the use of shorting pins and incorporation of a transversely 
inhomogeneous substrate layer. 

In this paper the use of a finite-width dielectric ridge superstate is investigated for 
suppression of leakage in microstrip transmission line structures. Positioning a superstate 
ridge in an area of electromagnetic field concentration leads to a decrease in the velocities 
of the transmission line modes, while having no effect on the background surface wave 
modes. Leakage is suppressed as in previously proposed geometries which use an infinite 
loading superstate layer, while confining the superstate to the immediate vicinity of the 
conducting strips. In this way, other lines or devices do not need to be covered with the 
superstate, which may be beneficial when integrating several circuit functions. Other 
benefits also exist, such as eliminating the possibility that the superstate itself will 
contribute to surface wave propagation and leakage, which, for example, has been shown 
to result in the resumption of leakage at high frequencies for conductor-backed coplanar 
waveguide. 
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MATHEMATICAL FORMULATION 

The structures to be analyzed are shown in Fig. 1. If the finite-width dielectric 
ridge region is removed, Fig.'s 1(a) and 1(b) represent a single microstrip transmission line 
and two coupled microstrip lines, respectively. The mathematical formulation of the 
integral equation model utilized in this work is briefly described in the following. 
Mathematical details may be found in [4],[5], where the incorporation of 
electromagnetically complex media is also considered. 

The fundamental relationship upon which to build the integral equation model is 
between an electric-type line source immersed in an inhomogeneous background 
environment, and the field it maintains. The background environment consists of the 
infinite dielectric layering with the material ridge and conducting strips removed. This 
leads to the electric-type Green's function, and to the integral relationship between a 
general source and the resulting field. 

The finite-width material ridge is removed from the problem by replacing it with 
equivalent volume polarization currents. Equivalent volume currents, rather than surface 
ones, are used here for two reasons. First, the volume equivalence principle is very 
simple, and leads to the most straightforward formulation, regardless of the complexity of 
the material regions to which it is being applied. The volume formulation can be applied 
to inhomogeneous anisotropic regions without difficulty, whereas surface formulations 
generally are applicable to a smaller class of problems (although surface formulations can 
be applied quite easily to the homogeneous isotropic regions of primary interest here). 
Second, since the typical geometry used in an integrated electronics application consists of 
relatively wide, thin strips of material, the partitioning of the volume in the direction 
tangential to the background planar layering is much larger than that normal to the 
background layering. As such, the number of "cells" in the volume approach may not be 
much greater than the number of "elements" in a surface approach. The volume 
formulation is also amenable to judiciously chosen entire-domain basis functions [6], which 
may in some cases lead to increased computational efficiency. 

The relevant set of coupled integral equations is formed by enforcing appropriate 
boundary and field conditions. Specifically, the boundary condition of vanishing total 
tangential electric field at the location of the conducting strips, and the field condition that 
the total electric field in the ridge region equals the field maintained by all currents in the 
system plus the incident field, leads to a coupled system of integral equations. Upon 
expansion of the unknown strip currents and ridge fields in a suitable set of known 
functions, the coupled set of IE's is converted to a matrix system 

[M(kz,f)][JHe^] (1) 

where J represents the unknown currents (conduction and polarization), e,nc is the incident 
field, and M is the matrix of all self and mutual interactions among the various fields and 
currents. 

The desired matrix characteristic equation for the characteristic values of 
propagation constant kz can be arrived at from (1) by considering several different views. 

One idea is that the characteristic values of kz are such that they are associated with fields 

which can exist in the absence of an excitation, i.e., e,nc=0, leading to |M|=0. Another 
method arises from the fact that these discrete modes occur at pole singularities in the 
complex fc -plane.  With the excitation assumed to be bounded at these values of kz, the 
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Fig. 1.   Geometry of transmission line structures to be considered, single (a) and coupled (b) microstrip 
lines. 

characteristic equation \M\ =0 is again obtained. Furthermore, one can consider the 
general eigenvalue problem associated with (1), [Af][J] = X[J], and determine the 
characteristic values of kz which are associated with the eigenvalue(s) A =0. 

The desired problem is then reduced to the study of the properties of the operator- 
function H(kz,f,er,L,D) =\M{kz,f,er,L,D)\. The explicit dependance of the system 
matrix on frequency and on the electrical and geometric parameters of the dielectric ridge 
is retained here, since these will be important in the suppression problem to be considered. 
The system determinant is also dependent on many other parameters which characterize 
the background environment and the conducting strips, but these will be assumed fixed for 
some structure of interest, with the ridge added to dynamically suppress leakage from the 
transmission line over an appropriate frequency range. 

For the transmission lines considered in Fig. 1 (without the dielectric ridge), and 
for many other types of transmission line structures, it has been found that the onset of 
mode leakage occurs in a region called the "spectral gap." The spectral gap region 
encompasses the intersection of three curves. In a small region surrounding the 
intersection point, two of the curves resemble branches of a parabola, and the third curve 
resembles a straight line. Each curve of the parabola corresponds to a real mode 
(improper or proper), and the straight line corresponds to an improper complex mode. It 
has been observed [7] that the intersection point within the spectral gap region is a fold or 
turning point from bifurcation theory [8], and obeys the set of equations 

H"uu(u,v)H'v(u,v)\       #0 
(2) 

for a given (u,v) plane, with (uf,vf) denoting the fold point. The normal form associated 
with this bifurcation analytically predicts the characteristic spectral gap behavior. While 
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Fig. 2.   Dispersion characteristics of single microstrip transmission line, h=0.15 cm. 

(2) was used in [7] to provide an alternative explanation of the leakage phenomena from 
the standpoint of bifurcation theory, it may also be useful as an analytic or numerical tool 
to study methods of leakage suppression. That is, conditions which prohibit the satisfaction 
of (2) within some range of electrical and geometric parameters could be used to guide the 
development of leakage suppression techniques, although this subject is not further 
developed here. 

In the numerical results to follow, a finite-width dielectric ridge as depicted in Fig. 
1 will be used to modify the appropriate modal behavior in such a way as to suppress 
leakage from occurring over some useful parameter range. Viewed another way, the 
addition of a dielectric ridge can be used to change the position of the fold point (2), or 
even to suppress the occurrence of a fold point altogether, for some specific mode. 

NUMERICAL RESULTS 

Suppression of mode leakage on the two transmission line structures shown in Fig. 
1 will be demonstrated. Leakage suppression will be discussed first for the single 
microstrip transmission line structure depicted in Fig. 1(a), followed by the coupled lines 
shown in Fig. 1(b). Although leakage on the two structures is substantially different, the 
same technique can be applied to suppress mode leakage on both structures. The general 
idea is to add a dielectric superstate, which affects (slows) the appropriate transmission 
line mode, thereby pushing the location of the fold point to higher frequencies. This 
technique was utilized in [1] for the single microstrip case using an infinite superstate, and 
has also been examined for leakage suppression in other transmission line structures [3]. 

The use of a finite-width dielectric superstate has some advantages compared to 
the infinite superstate technique. First, the ridge superstate does not affect the 
background surface-wave mode. While the infinite superstate primarily slows the 
transmission line mode, it also slows the background mode. Both curves are pushed up 
in the k -f plane, and so leakage suppression can be achieved, but perhaps not as readily 
as for the case when only the transmission line mode is affected. Also, in the case of the 
coupled transmission lines with the ridge placed between the lines, the even mode is almost 
unaffected, while the odd mode is greatly affected.  Since the odd mode leads to leakage, 
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Fig. 3.   Propagation characteristics of single microstrip line with ridge superstrate versus ridge/substrate 
permittivity ratio. h=0.15 cm, D=0.1h, f=30 GHz, e,=2.2. 

precise control of the odd mode is desirable. This is achieved using the ridge positioned 
as shown in Fig. 1(b). Furthermore, the ridge only affects the transmission line under 
consideration, and not other lines or devices which may be integrated on the same 
substrate. One obvious drawback is the greater fabrication difficultly in producing a non- 
planar layer. 

Consider first the dispersion curves for the single microstrip transmission line 
structure as shown in Fig. 2. The proper mode is always bound, but it has recently been 
discovered that an improper leaky dominant mode also exists [1]. Since the leaky mode 
is dominant-like, it may be strongly excited by a traditional microstrip feed. Suppression 
of this mode was also examined in [1], using an infinite superstrate. Suppression using a 
dielectric ridge is shown in Fig. 3, for different values of ridge width L. It can be seen 
that for a wider ridge, leakage suppression occurs at a smaller value of ridge permittivity. 
In fact, for the leaky mode, the curves do not asymptotically approach the infinite 
superstrate case as ridge width becomes larger. This is because the leaky mode always 
"sees" the termination of the superstrate. The proper bound mode curves approach the 
infinite superstrate case as L-», since this mode is only sensitive to the dielectric media 
immediately surrounding the line. For the leaky mode though, the behavior is obviously 
quite different. While leakage is suppressed more quickly as ridge permittivity is increased 
compared to the infinite superstrate case, the entire ridge/conducting strip composite 
geometry must be considered as the waveguiding structure. When leakage is suppressed, 
fields outside of the ridge/strip structure should be small and decay in transverse directions, 
but away from the strip, yet still under the ridge, the fields may be large. 

For the coupled strips depicted in Fig. 1(b), a dispersion curve for the case without 
a superstrate is shown in Fig. 4(a) [7],[9]. The even mode is always bound, whereas the 
proper odd mode is converted into an improper complex (leaky) mode at the fold point, 
which occurs at the intersection of the odd mode dispersion curve with that of the TM0 

surface-wave mode. This intersection occurs at approximately 8 GHz. In Fig. 4(b), an 
infinite superstrate having er/es = l is shown to move the fold point to 14.75 GHz, 
suppressing leakage for f < 14.75 GHz by slowing the odd mode. Figures 5(a) and 5(b) 
show a similar situation, although in this case a finite width ridge is placed between the 
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Fig. 4.   Dispersion curves for coupled microstrip lines, (a) Uncovered and (b) infinite superstrate, h=l 
cm. 

strips. The odd mode is greatly affected by the finite ridge, while the even mode is almost 
unaffected. This is due to the concentration of the odd mode fields between the strips, and 
of the even mode fields under the strips. For the ratio er/es = 1, the fold point is pushed 
to approximately 9.8 GHz. Fig. 5(b) shows the results for a geometry similar to the one 
analyzed in Fig. 5(a), but for the case er/es=3. It can be seen that leakage is totally 
suppressed, since the odd mode dispersion curve is well above the TM0 surface wave mode 
for all frequencies. It can be seen that good control can be achieved over the odd mode 
characteristics with the ridge between the strips. While the application is for leakage 
suppression, this can also be used to equalize even and odd mode phase velocity, etc.. In 
Fig. 6, leakage suppression versus ridge/substrate permittivity ratio at f = 10 GHz is shown 
for different values of ridge height D. As the ridge height increases, the fold point occurs 
at lower values of permittivity ratio. 
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Fig. 5.   Dispersion curves for coupled microstrip lines with finite ridge between lines for (a) e,/es=l and 
(b) e,/e,=3, h=l cm. 
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CONCLUSION 

Propagation characteristics of single and coupled microstrip transmission lines 
having finite-width dielectric superstrates have been examined. The considered microstrip 
configurations exhibit dominant or dominant-like leaky modes in the absence of a 
superstrate. It was found that the addition of an appropriately placed dielectric ridge, 
forming a finite-width superstrate, can lead to leakage suppression or elimination. 
Although an infinite superstrate can be used in a similar manner for leakage suppression, 
the finite-width superstrate may have some advantages. One considerable advantage is that 
a ridge superstrate does not contribute to enhanced surface-wave propagation, which occurs 
for the infinite superstrate case, especially at higher frequencies and when the permittivity 
of the superstrate is large. The ridge superstrate is confined to the immediate vicinity of 
the conducting strips, and does not significantly interact with other devices/circuits. 
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INTRODUCTION 
Electromagnetic (EM) simulators have already become established in the design of a 

variety of electromagnetic devices, such as MMICs (monolithic microwave integrated 
circuits), antennas, shields, electromechanical machines, and magnetic circuits. Such broad 
applicability results from the fact that the EM simulators are software packages for 
numerically solving the Maxwell's fundamental electromagnetic field equations; for the 
same reason, and unlike some of the other simulators, they are independent of technology, 
models, foundry, and other such ephemeral considerations. Although designers have long 
carried out electromagnetic analysis of RF components and packages where necessary, the 
availability of commercial EM simulators1'2 since 1989 has made this task much more 
common, rapid, and easier. This development parallels the concurrent development of 
multi-chip module (MCM) technology for high-speed digital systems, as well as the front- 
ends of radio-frequency (RF) systems, such as receivers, transponders, transceivers, 
synthesizers, and transmit-receive modules. MCMs are a modern method of electronic 
packaging and integration that has the advantages of low-cost, compact size, and reliability. 
At low speeds/frequencies, the analysis, design, simulation, layout, and verification, of 
MCMs requires a number of software tools for computer-aided design (CAD), including 
process simulators, device simulators, circuit simulators, thermal, simulators, and system 
simulators. For high-speed and RF MCMs, the design requirements make an additional 
CAD tool, namely EM simulator, indispensable. Numerous papers have appeared on 
numerical algorithms for EM simulation, modeling of individual planar and non-planar 
components with EM simulation, and case studies of its successful application. The 
purpose of this paper is to assess the current status of EM simulation technology as 
applied to the design of MCMs, and to suggest some areas in need of further development. 
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THE GENERIC PROBLEM 

The class of problems of interest in MCM design, that is solved by EM simulation, is 
as follows. EM simulation is used to predict the performance of a high-speed or RF 
MCM, given its constituent materials (described in terms of their electromagnetic 
parameters) and its structure (i.e., spatial distribution of those materials). From the point of 
view of EM simulation, a typical high-frequency/high-speed MCM consists of multiple 
planar parallel layers of dielectrics, possibly housed in a metallic enclosure with ports (in 
the form of different types of transmission lines) for signal access, and with cavities for 
chip placement. Within the dielectric layers (on the surface and/or in the cavities) are 
embedded a number of chips and components that are typically rectangular, have different 
dielectric constants, and are metallized over parts of their surface. These chips and 
components are electrically interconnected by conducting ribbons placed parallel to, and at 
the interfaces between, the dielectric layers. Typically, there are some metallic posts (the 
"vias"), oriented perpendicular to the dielectric layers, to provide a conducting paths 
through one or more of the dielectric layers. There may also be some other non-planar 
conducting paths in the structure, such as metallic bond-wires and air-bridges on the 
surface, wrap-around straps or connections at the periphery, and possibly some connectors 
(bumps, elastomerics, fuzz-buttons) with associated dielectric beads or separators. 

The electrical stimuli applied at the ports include RF and microwave (i.e., high- 
frequency analog) signals, high-speed digital signals, low-frequency control signals, DC 
biasing voltages, and ground. Since these excitations may originate outside the volume of 
space included in EM simulation, and come from different types of sources (e.g., the DC 
signals typically are supplied by low-impedance sources, RF signals by impedance- 
matched sources, and a digital signal may come from a high-impedance source), the 
excitations are incorporated by appropriate "effective sources" of fields at ports. 

The purpose of EM simulation is to deduce a variety of signal characteristics, usually 
referred to the ports of the MCM, including RF scattering parameters, impedance levels 
and reflections, step and pulse response, other types of transient response for estimating 
delay and distortion, coupling coefficients and isolation, signal attenuation due to dielectric 
and conductor losses, field strengths, radiation level and characteristics, electrical 
functionality, DC potentials, and some global performance measures of the module that can 
be derived therefrom, like interference level and noise margin. 

JUSTIFICATION FOR EM SIMULATION 

Since many of these parameters can also be (and at lower frequencies, are) calculated 
by circuit simulation tools, a comparison of the EM simulator with circuit simulators is 
inevitable. A circuit simulator conceptually subdivides a module spatially into sections 
whose electromagnetic behavior can be represented by an equivalent circuit model, or at 
least described as a black-box in circuit terms (e.g., in terms of port parameters). A nodal 
description of the interconnection of these sections serves as a circuit representation of the 
module, and requires only a circuit analysis for performance prediction. Such a simulation 
of MCMs is, however, not sufficient for all design needs. 

The reasons why a circuit simulation of a high-speed or RF MCM is inadequate can 
be grouped into four categories : 
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(a) Unavailability of a circuit model for a custom geometry. Analytically or empirically 
deduced circuit models are known only for some commonly occurring structures, and all 
circuit simulators have a limited library of models. Novel structures cannot be analyzed 
until a circuit model is first established for them. 
(b) Overidealization of the structural features. Even when models are available, they have 
been idealized in order to make them tractable. The seemingly minor structural features, 
such as discontinuities in an otherwise uniform transmission line, or non-idealities of the 
ground plane, may contribute significant parasitics that manifest themselves as resonances 
or frequency shifts. 
(c) Neglect of coupling with neighboring structures (traces, components). Even if a circuit 
model faithfully captures the features of a component, it assumes that the component is 
electromagnetically independent, (i.e., interacts with the remainder of the universe through 
exchange of electromagnetic energy only at its ports, typically defined where a conductor 
intersects an imaginary closed surface surrounding the component). Such electromagnetic 
isolation becomes an increasingly poor approximation as MCMs become more compact, are 
operated at higher speeds/frequencies, and employ materials with a wider range of dielectric 
constants. 
(d) Disregard of radiative fields. Even if coupling effects between neighboring elements are 
adequately incorporated through lumped and distributed circuit models, there may be 
radiated fields present within the module, produced intentionally (e.g., when an antenna is 
integrated into the MCM by design), or unintentionally. The radiated fields, and the 
coupling they introduce between non-neighboring components, can be properly accounted 
for only by a full-wave EM treatment. 

Electromagnetic simulation of an electronic package or module is a more demanding 
activity than a circuit simulation of the same object, both in terms of manpower (designers' 
time, skill, and careful attention) and in terms of computational resources (machine size and 
computation time). Therefore the use of EM simulation requires a justification. The 
technical rationales for EM simulation include higher accuracy; design of more complex 
circuits, macrocells, and modules; design integration (i.e., concurrent design of circuit, 
package, antenna, etc.); more adequate accounting of coupling and cross-talk; and a more 
aggressive design approach (meaning one with smaller safety margins) due to the confidence 
resulting from the higher reliability of simulation results. The business rationales for EM 
simulation are two. The first is the reduction in cost and cycle time of product design and 
development; it results from fewer prototype fabrications (hopefully just one !); smaller 
size (and therefore cost); and more robust designs which result in higher yields, or 
alternatively require less stringent manufacturing tolerances. The second is the prospect of 
gaining a competitive advantage through more aggressive designs and the introduction of 
new product features (such as the replacement of a protruding antenna in a product by a 
conformal one) for compact size, greater functionality, or user convenience. 

AVAILABLE EM SIMULATION TOOLS 

The available electromagnetic simulators, both custom developed and commercial3,4'5'6, 
differ from each other in a variety of ways, such as the dimensionality (2, 2.5, or 3) of the 
region of analysis; its extent (open structure or closed box); type of gridding used for 
discretizing that region; quasi-static or full-wave formulation of field equations; 
programming languages, operating systems, and computational resources required; and 
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whether the software stands-alone, or is a part of an integrated suite of design tools. For 
the present purposes, perhaps the most useful discriminator among them is the method 
used for the solution of Maxwell's field equations, because it determines the limitations, 
and the domain of applicability, of the EM simulator. Excluding the techniques (such as 
mode matching) that do not apply to MCMs due to their specialized boundary conditions, 
four principal methods are presently available for EM simulation of MCMs : 
(a) Finite Element (FE) Methods7, that are the longest established, general in their 
applicability, computationally intensive, and take no particular advantage of the layered 
structure of the MCM for reducing the computational load. 
(b) Spectral Domain Methods, such as the method of moments8 (MoM) that are also well 
developed and used in many commercial EM simulation packages, and are the basis of all 
general-purpose simulation tool that are fast enough at present to be used for an iterative 
design of MCMs in real time. 
(c) Finite-Difference Time-Domain (FDTD) Methods9'10, that also have a large 
computational load, are limited to finite (closed box) geometries, but are useful if time- 
domain information is needed (for example where the signals are very broadband, or 
nonlinear devices are embedded). 
(d) Spatial Domain Methods, such as the multi-pole methods, that promise efficient 
computation, but need further development to be available as a general purpose tool. 

The first two of the above methods account for nearly all commercially available EM 
simulation software at the present time, and for all known cases of EM simulation applied 
to MCM design. The other two methods have been applied to other domains of problems 
(e.g., antenna design; scattering cross-section calculation), and are being intensely 
investigated in the academic community. 

USES OF ELECTROMAGNETIC SIMULATION 

The designers of high-speed digital or RF MCMs may sometimes narrowly view EM 
simulation as "merely" an extension of circuit simulation, whose purpose is to increase the 
accuracy of circuit models and circuit simulation. More generally, the following are the 
principal applications of EM simulation in MCM design : 

Development of Simulation-Based Component Models" 

The circuit models of interconnect lines, distributed circuit elements, and other 
building blocks of MCMs, that are required in the circuit-level analysis and simulation of 
MCMs, have in the past been derived from analytical, quasi-static, asymptotic, or 
empirical approximations. For unusual components, or unconventional geometries, such 
standardized models may not exist at all. When they do exist, such models necessarily have 
a limited range of validity, and can become increasingly inaccurate, and therefore less useful, 
as the operating frequencies increase (so that the parasitics are not insignificant), or as the 
packaging becomes more compact and three-dimensional (with stacked components and 
interconnects, so that the possibilities for cross-talk are higher). EM simulation is a more 
powerful method for establishing circuit models or terminal descriptions of black-boxes, 
because it can be applied to realistic geometries, and is not limited to restricted ranges of 
values of parameters like frequency and dielectric constant. 
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Simulation-Based Design and Optimization12 

A second application of EM simulation is in the design and optimization of individual 
components of MCMs by iterative calculation of their performance as the design variables 
are changed. The ability to make any desired change in the structure, and reanalyze it, is a 
tremendous convenience (particularly appreciated by those who have designed in an earlier 
era), and is helpful not only in carrying out a design to meet required goals, but also for 
negotiating a compromise between opposing preferences, such as for higher isolation and 
greater compaction. 

Simulation of Layout-Dependent Interactions and Performance Verification13 

A third application for EM simulation is in performance verification and virtual 
prototyping, with the objective of reducing the number of design iterations, and hence the 
design cost and cycle time. Compared to a single-layer circuit with similar physical 
dimensions, an MCM has a higher level of complexity, both in its electrical functionality 
and its spatial structure. As a result, there are more opportunities for interaction among 
different parts of the circuit that are functionally distant, or that carry signals with vastly 
different power levels. Many of the problems typically encountered in MCM design, such 
as instabilities, oscillations, undesired modulation, or inadequate isolation, can be traced 
back to these interactions. Although an accurate simulation of such effects by circuit 
simulators is possible in principle, the effort involved in constructing a custom model that 
includes all potential sources of coupling, is usually prohibitive. An EM simulator is the 
only practical method for simulating such layout-dependent coupling effects. 

Field Visualization 

One of the unique advantages of EM simulators is their ability to provide a 
visualization of electromagnetic fields. The EM simulator can present this information in a 
variety of ways, including vector plots, equipotential contours, graphical or color-coded 
field intensity plots, and surface current plots. These are helpful in the identification of hot 
spots, placement of other structural elements or components so as to ensure or minimize 
coupling, and in robustness and reliability considerations. 

PRESENT LIMITATIONS OF EM SIMULATION TOOLS 

Although as in any other software tool, numerous shortcomings can be pointed out in 
EM simulators, perhaps the most significant one from the perspective of a MCM designer, 
in the short-term, is the limitation on the size of simulation region. At the present stage of 
development, the commercially available EM simulation tools are used primarily for the 
analysis of small subsets of fabricated objects : for example, a section of a MMIC chip, or 
of a MIC substrate with a few components on it, rather than an entire MMIC chip or 
multi-chip module. This is partly due to the speed limitations of the EM simulators, which 
may take several hours to yield a single-frequency [S] parameter matrix for a structure, and 
partly due to the inability of the simulators to converge on a solution for a structure of 
realistic complexity. The ability to simulate larger, denser, more complex MCMs has a 
strong economic incentive, and is related to the issues of design accuracy and optimality. 
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The simulation of only a partial module is a disadvantage for several reasons : 
(a) Partitioning Uncertainty. When a single component or section is analyzed, it is tacitly 

assumed that there is no electromagnetic coupling between any part of it and the remainder 
of the circuit, except at the defined "ports". The validity of this assumption is not known 
a priori, and there are no guidelines available to the designers for partitioning a circuit into 
such "isolated" islands that can be analyzed one at a time. Moreover, for cost effectiveness 
and ease of design, it is desirable to transfer the geometrical and structural description of the 
module from a layout package directly to the EM simulator. However, if the simulator is 
unable to handle the complexity of the structure as designed, manual intervention becomes 
necessary to arbitrarily subdivide and isolate a section of the structure for analysis. 
(b) Design errors. Measurements on fabricated prototypes often show unexpected 

resonances and couplings, and frequency shifts relative to the designed response, that can 
cause a module to fail the specifications and be rejected. Experience shows that the RF 
performance of a module is influenced by such features as a module housing or a lid, which 
may have been ignored in piece-meal EM simulation. These resonances, and accurate values 
of port isolation, cannot be predicted if only a part of the electromagnetic structure is 
analyzed, because the assumed absence of electromagnetic coupling introduces errors in the 
simulated results, and unless EM simulation is applied to an entire module, it may entirely 
miss phenomenon such as oscillations in high gain circuits, resulting from the feedback 
caused by the ignored coupling. 
(c) Suboptimal Designing. If the EM simulator cannot analyze an entire module, it cannot 

be used in conjunction with an optimizer to optimize the entire module. Optimization of a 
piece of the module is neither convenient (for lack of a direct criterion of goodness) nor 
reassuring (since a local optimum may not be optimal for the overall module). 

Future generations of EM simulators will resolve these problems through greater 
robustness of algorithms, higher speed of simulation, and lower demands of machine 
capability; although seemingly universal for all CAD software, these three needs are critical 
in the context of MCMs. 
(a) Algorithmic robustness is a problem in existing commercial EM software that arises in 
the form of a failure of the simulator to converge on a solution. Unfortunately, even the 
conditions under which convergence is certain cannot be precisely stated. One general 
observation, based on experience, is that the convergence is governed by the ratio of (i) the 
size of the smallest significant feature in the structure, to (ii) the largest dimension 
(typically the size of the structure) being simulated, and is worsened with decreasing values 
of this ratio. However, convergence is not determined by the structure alone, but also by 
the formulation of the problem; e.g., for a given structure it can change with the use of a 
different gridding. 
(b) Simulation times of the order of hours to days (for calculating the performance at one 
frequency) discourage use of EM simulators, and tend to limit its application for a "final 
check" or diagnostic purposes only. Speed-up can be achieved in a variety of ways, 
including more efficient gridding; eliminating extensive computation by table look-up or 
reuse of previously computed and stored data; exploitation of structural symmetries; 
isolation of summary parameters (such as pole-zero data) that obviate the need for repeated 
computation for multiple parameter values; and of course, by devising new algorithms for 
solving the field equations. 
(c) Machine capability requirements can also be a deterrent to users. While the research 
community discusses redesigning algorithms to take advantage of supercomputers, it is the 
EM simulators introduced for the low-end workstations and personal computers, that are 
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presently enjoying the most widespread use in industry. By extension, it appears likely 
that the most useful EM simulators designed for parallel processors and other distributed 
computer architectures, will be those that are able to run on groups of desktop machines 
typically available in the industrial environment. 

FUTURE DEVELOPMENTS 

EM simulation is far from being a mature technology, as evidenced by the fact that the 
new developments are proceeding at several fronts : not only are the commercially available 
EM simulation tools being constantly updated and improved, but entirely new tools are 
being introduced; and new algorithms are being researched for solving field equations that 
will likely become the basis still more new tools yet to be developed. As a result, the state- 
of-the-art in EM simulation is rapidly advancing, and many of the advancements are 
motivated by applications other than MCMs. A wish list for future developments 
particularly relevant to MCM design includes the following. 

Tool Integration 

The integration of EM simulators with other MCM design tools is desirable for a 
variety of reasons, including savings in design time, designer convenience, reduced likelihood 
of design errors, more globally optimized designs, and concurrent design. Present EM 
simulators do permit importing layouts from drafting tools, exporting results to circuit 
simulators, and sharing a common database with other design tools. The MCM design 
process may benefit from still other forms of integration, and may be able to take advantage 
of some common steps such as gridding for discretizing the MCM structure that occurs not 
only in EM simulators, but also in thermal and mechanical simulators. Similarly, embedding 
of optimization tools in the simulator will allow a more systematic optimization than is 
now practiced. 

True Synthesis Tools 

At the circuit level description, synthesis tools are available both for electrical and for 
physical synthesis. Thus the network synthesis tools automate the electrical design of a 
circuit (e.g., a 4-th order Butterworth filter) to meet a desired specification, while automatic 
layout tools can create the physical layout of a component given a desired component value 
(e.g., a spiral inductor from a given inductance value). At the electromagnetic level of 
description, the problem is more complex, and no direct synthesis tools are available. 
Perhaps the first step in this direction will be design advisories that will offer the designer 
some alternatives for meeting the frequently-occurring needs, such as reduction of coupling, 
loss, or delay time. 

Coarse-Grained Analyses 

An EM simulation can only be carried out if the structure to be analyzed is specified 
in complete detail, both with respect to the geometry and the material parameters, so that 
the problem is well-posed. As a result, EM simulation cannot be carried out during the 
early phases of design, when the structure has not been sufficiently defined.   This is in 
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contrast to the modern concurrent design philosophy, in which different aspects of module 
performance are considered at every stage of design, starting with the conceptual stage. EM 
simulation information could indeed be useful in the early stages of design, e.g., in system 
partitioning, material selection, and tradeoff analysis. Therefore the need is to develop a 
fuzzy or coarse-grained description of the structure (e.g., one in which parameters are 
specified by ranges rather than values) that nevertheless permits EM simulation and 
provides guidelines for the development of a detailed design. 

Simulation-Based Design Rules 

Design rules of a technology or foundry, used for implementing a module, not only 
govern the detailed design, but also establish the ultimate limits on the achievable figures of 
merit of a module, such as its compactness, or the degradation in the performance of the 
module relative to that of the bare chips in respect of some critical parameter. The design 
rules are often empirical, and originate from processing limitations. Empirical design rules 
lead to cautious designing, and hence sparse circuit layouts, whether created manually or by 
automatic layout routines. As the degree of control on the processing increases, the 
limitations to the design rules will increasingly arise from electromagnetic considerations, 
and will have a rigorous theoretical basis. Indeed, one can foresee the replacement of a 
"hard" design rule (one that leaves no choice to the designer) by "soft" design rules that can 
be bent with an associated cost. Future EM simulators can provide the means to get there. 
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1. INTRODUCTION 

In this work we present a brief examination of the problem of modeling microstrip 
antennas using a variety of numerical techniques. One of the simplest among these is the 
cavity model approach,1 which is useful for developing an intuitive understanding of the 
performance of the microstrip antenna. However, it and similar approximate methods (see 
for instance2) are limited in their accuracy, and are only useful either for the design of 
simple structures, or for providing good initial estimates of the performance characteristics 
of the design. 

The three numerically-rigorous microstrip antenna modeling techniques are the 
Method of Moments (MoM); the Finite Element Method (FEM); and, the Finite Difference 
Time Domain (FDTD) approach. The moment method has been extensively applied to the 
problem of microstrip antenna analysis both in the spectral and spatial domains,3'8 because 
it is numerically the most efficient among the three techniques mentioned above. Initially, it 
suffered from somewhat of a disadvantage that it required the evaluation of Sommerfeld- 
type integrals for the construction of the Green's function for layered dielectric media 
backed by a ground plane. However, considerable progress has been made recently toward 
circumventing this difficulty, and accurate closed form expressions have been derived that 
totally bypass the evaluation of the time-consuming integrals. Much has been written on 
this topic in recent literature and the reader is referred to9"13 for further details. 
Additionally, Alatan et al.u have shown how the matrix elements themselves can be 
evaluated in closed form, further enhancing the efficiency of the closed form Green's 
function technique. 

The Moment method does have the drawback, however, that it is unable to handle, 
efficiently, inhomogeneous structures or antennas on a finite ground plane. This prompts us 
to examine finite methods, e.g., the Finite Element Method (FEM), or the Finite Difference 
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Time Domain (FDTD) techniques as tools for analyzing general microstrip antennas that 
may be embedded in a complex structure. These methods have the advantage that they do 
not require the use of a Green's function, which may not be known explicitly for a given 
problem domain. In addition, they are inherently capable of modeling material 
inhomogeneties inside the dielectric regions of the microstrip patch antenna without 
additional computational cost. 

The FEM approach to microstrip antenna modeling has recently been detailed in a 
series of works by Volakis and his co-workers,15'16 who have used either the boundary 
element method or the absorbing boundary conditions (ABCs) approach to truncating the 
Finite element mesh. In the FEM/ABC approach,15 a second-order conformal ABC of 
vectorial nature is employed in the FEM mesh truncation of a problem domain that 
comprises a cavity-backed microstrip patch antenna located on a cylindrical platform. In 
contrast to a more rigorous and accurate Finite Element Boundary Integral (FEBI) 
formulation16 which results in a partially full system matrix, the imposition of the 
approximate local ABC at the truncation surface yields a fully-sparse system matrix, this 
being a characteristic feature of the FEM technique when applied to interior domain 
problems. However, this approach may not be sufficiently versatile for some applications, 
and this prompts us to discuss the hybrid FEM/MoM techniques17,18 that are more general 
in nature. 

In such hybrid techniques, the Finite element method is combined with the method 
of moments (MoM) that are applied in complementary regions. The well-known 
computational disadvantage of FEM in the form of a rapid increase in the CPU time and 
memory requirements for the case of large problem domains that extend from the patch 
antenna to the truncation surface, is a compelling reason to combine the strengths of the 
MoM and FEM approaches to obtain a hybrid technique in which the disadvantages of both 
approaches can be overcome. 

The hybrid technique for microstrip antennas embedded in conducting structures, 
described by Pekel and Mittra,18 will now be summarized below. 

2. A HYBRID FEM/MOM TECHNIQUES 

The hybrid technique we describe in this section utilizes the MoM approach in the 
domain exterior to the microstrip patch antenna, obviating the need for mesh truncation 
surfaces and any type of absorbing boundary condition (ABC), and employs the FEM 
approach in the interior of the dielectric regions to account for the possible presence of 
material inhomogeneties. The exterior and interior domain solutions are coupled on the 
corresponding interfaces by imposing the continuity condition on the tangential magnetic 
field components. The continuity of the tangential electric field is directly enforced through 
the use of magnetic currents that are defined on the interfaces by invoking the Equivalence 
Principle. Two different formulations can be considered for the FEM analysis in the interior 
domains, viz., the total field formulation17 and the scattered field formulation.18 The latter 
may be preferable in terms of minimizing error propagation, and effectively accounting for 
the presence of fine features, such as thin wires and coaxial cable feeds, in the interior 
domain by including their "incident field contributions" directly in the FEM formulation. 
Thus, fine features are also analyzed via the MoM/FEM hybridization in the latter 
approach; consequently, the use of an unnecessarily fine mesh in the vicinity of these 
features is avoided. In addition, unlike the MoM, the hybrid technique does not require the 
use of the Green's function for an electromagnetically complex problem domain, but 
utilizes the well-known form of the free-space Green's function in the exterior domain 
analysis. In addition, the hybrid approach leads to fully-sparse system matrices in the FEM, 
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as opposed to the partially-full matrices that are generated when the more rigorous and 
accurate Finite Element Boundary Integral (FEBI) technique is applied. 

In the hybrid approach, the FEM analysis is carried out in the interior regions of the 
patch antenna where inhomogeneous material properties may be encountered. The sparsity 
and symmetry properties of the FEM matrix are retained due to the fact that the interior 
domain FEM solution and the exterior domain MoM solution are decoupled at the 
corresponding interfaces. In the hybrid approach, the Equivalence Principle is invoked to 
define magnetic surface currents at the interfaces, which are expanded, similar to the 
ordinary surface electric currents on the PEC surfaces, in terms of a suitable set of vectorial 
expansion functions. In this particular application, the expansion functions have been 
selected to be triangular surface patch vector functions.19 

An FEM total field formulation is employed to determine the magnetic field in the 
interior domain, with the magnetic surface currents at the interfaces appearing in the right- 
hand-side of the FEM system equations. In the interior domain FEM analysis, the unknown 
magnetic field is computed by using tetrahedral edge elements, subject to the constraint that 
the triangular bases of the tetrahedral elements located at the interface overlap exactly with 
the triangular surface patches covering the surface in the exterior domain MoM analysis. 
This constraint implies that the mesh that covers the problem domain has to be generated in 
a careful manner. We also note that in this particular application, an iterative bi-conjugate 
gradient method (Bi-CGM) solver has been utilized to be able to efficiently handle systems 
with a large number of unknowns. 

Exterior Domain 

- Interface (Facet) 
PEC Surface PEC Surface 

Interior Domain 

Sr  Hi 

Patch 
Wire 

□ Coaxial Cable 
Input 

SIDE VIEW 

Figure 1. The cavity-backed microstrip patch antenna model embedded in a PEC body. 

Next, we present a few representative results that have been obtained with the 
above-outlined hybrid approach for a coaxial-line-fed cavity-backed patch antenna. For the 
sample problem geometry depicted in Figure 1, with a patch size of 27.78 mm x 27.78 mm, 
a cavity size of 32.52 mm x 32.52 mm x 3.0 mm with no material properties inside, a 
dielectric cover of thickness 0.508 mm and er = 2.2, a coaxial line with inner and outer 
radii of 1.037 mm and 3.620 mm and er = 2.25, respectively, and a feed point that has 
been shifted by an amount of 5.7 mm from the patch center, this version of the hybrid 
approach has been applied to determine the reflection coefficient and input impedance of 
the patch antenna. The resonant frequency was found to occur at about 4.19 GHz and the 
calculated results were found to be in good agreement with reference results obtained with 
the FDTD technique. 
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We have also developed a second version of the hybrid MoM/FEM approach based 
on the scattered field formulation, and have applied it to a representative geometry depicted 
in Figure 2. The cavity-backed patch antenna in question has been designed with the aim of 
achieving a circularly polarized radiation pattern at around 1.55 GHz, which is cited to be 
the main reason for the off-center location of the coaxial cable feed with respect to the 
conducting patch. The input impedance variation that was found for the patch antenna with 
the above-outlined hybrid technique over a frequency band from 1.4 to 1.75 GHz is plotted 
in Figure 3 using a Smith Chart format. It is observed that the "circular polarization" 
feature manifests itself with a "cusp" in the input impedance plot at around 1.55 GHz, 
where a VSWR value of 2.11 is obtained on the 50 Q coaxial cable. The input impedance 
attains a value of approximately 50 Q at around 1.72 GHz with a virtually negligible 
reflection coefficient. 
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Figure 2. Geometry of the cavity-backed patch antenna for Circular polarization. 
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3.   THE FDTD METHOD FOR ANTENNA MODELING 

The FDTD technique is also well-suited for handling complex microstrip antenna 
configurations, as it can conveniently model the numerous inhomogeneties encountered in 
these structures. Furthermore, it has the distinct advantage over the frequency domain 
methods that it can generate the characteristics of the patch over a broad band of 
frequencies with a single simulation. The matrix-free nature of the algorithm that enables 
the FDTD method to routinely handle upward of 106 unknowns on conventional 
workstations. 
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Figure 3. Input impedance variation of the patch antenna from 1.4 to 1.75 GHz, plotted in a Smith Chart 
format. 

Simple microstrip antenna structures were first modeled using the FDTD method by 
Reineix and Jecko20 in 1989. Since then, many different configurations such as parasitically 
coupled patches21, active antennas22, and microstrip antennas mounted on curved surface, 
etc., have been successfully analyzed with this approach. The papers by Wu et al.23'24 

considerably improved the modeling technique that enabled it to accurately characterize 
multi-layer patch antennas with various feed structures such as microstrip, coaxial and 
aperture coupled feeds. In this work, we describe some recent advancements with the 
FDTD algorithm that improve the computational efficiency of the conventional FDTD 

343 



method,   and  thereby  extend  its  scope  for  analyzing  complex  microstrip  antenna 
configurations. 

The FDTD method is sufficiently well established and, hence, the details of the 
conventional FDTD approach will be omitted here. However, we will discuss some of the 
difficulties encountered in the conventional method and suggests ways by which they can 
be overcome. In the conventional form, FDTD can be highly computer-intensive in terms of 
cpu time and memory. For example, accurate characterization of a typical dual-layer 
microstrip patch via the conventional FDTD algorithm could require as much as 400 MB of 
RAM and the simulation could run for several days on a workstation. Recently, a number 
of techniques have been developed to improve the computational efficiency of the 
conventional FDTD method, applied to the problem of modeling microstrip antennas. 
These efficient techniques typically involve a trade-off between accuracy and speed of 
computation. We will now briefly review some of these techniques. 

Spatial Discretization 

A problem that is commonly encountered when modeling microstrip antenna 
geometries with a uniform orthogonal discretization is that it becomes necessary to use a 
small cell size, typically on the order of V40 - VI00, to accurately represent the fine 
features of the antenna such as coaxial connectors, shorting pins and substrate thickness. 
This value of the spatial increment is much smaller than the nominal value of VI0, which 
is required to maintain the accuracy of the conventional FDTD algorithm. Similarly, since 
the Courant stability condition necessitates the time step to be proportionally small, the 
time signature is highly oversampled. These two requirements can result in a FDTD 
simulation that has to deal with an excessively large number of cells, and the computation 
time can go up dramatically. Thus, the conventional FDTD method can be an inefficient 
approach to modeling microstrip antennas with fine features. 

Over the last decade, several approaches have been developed to model fine 
features of an object in an efficient manner. We will now describe a few of these 
techniques. 

Subcell Gridding and Expansion Techniques 

In the subcell gridding and expansion techniques25,26, the geometry is modeled with 
a uniform fine grid in certain regions enclosing discontinuities and fine features, while a 
uniform coarse grid is employed elsewhere. In the subgridding approach,25 spatial and 
temporal interpolations are used to update the fields on the interface between the fine and 
coarse grids. It has been found that the accuracy of this model is not good unless the 
domain of the fine feature region is sufficiently large. The problems under consideration 
involve fine structural features that may be distributed over the entire volume of the 
structure and their dimensions do not necessarily extend over large spatial domains. 

Subcell Modeling 

. 27 This technique is commonly employed to model thin sheets, slots and wires. In 
microstrip antenna analysis, the thin-sheet approximation is valid even in complex 
environments, including one where the sheet is in the proximity of several conductors, and 
is used, where applicable, to reduce the computational domain. 

On the other hand, the thin wire approximation breaks down when there are several 
conductors in its vicinity as, for instance, in a coaxial cable.  The thin wire model is based 
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on the assumption that the electric fields are normal to the surface of a thin wire and the 
tangential magnetic fields exhibit a Mr dependence in the vicinity of the wire, where r is the 
radial distance from the center of the wire. In such situations, one edge of a Yee cell can 
be used to model the thin wire and the field update equations have to be modified 
accordingly. Unfortunately, for the structures of interest here, the original assumption 
regarding the field behavior is not valid; hence, this model is also not useful for the 
problems being considered. 

Non-Orthogonal, Curvilinear And Globally Unstructured Grids 

To obtain an accurate field solution in an arbitrary structure by using the FDTD 
algorithm, it becomes necessary to choose a suitable grid discretization such that it 
accurately models both the geometry and the field variations in the structure, and one 
approach to doing this is to use a general, finite-element type of unstructured grid.28 The 
generalization of the FDTD algorithm to include the surface-curve integral form and the 
volume surface integral form of Maxwell's equations has led to the development of the 
hybrid FDTD/FVTD technique29 which can solve for the fields on a globally unstructured 
volume grid. However, this approach is not always very robust, as it is not suitable for 
handling different structures with a minimum amount of preprocessing, which is one of the 
principal attractive features of the FDTD method. 

An alternative strategy is to use the curvilinear FDTD approach,30'31 which employs 
a structured non-orthogonal grid, and is well-suited for modeling patch antennas with 
curved surfaces.18 However, for the class of structures analyzed in this work, the 
curvilinear method turns out to be prohibitively expensive in terms of memory requirements 
and CPU time, owing to the fact that it is necessary, in the aforementioned approach, to 
store the coordinate transformation metrics, and because the time required to convert the 
covariant and contravariant field components back and forth is computationally expensive. 
In predominantly rectangular geometries, curved objects such as shorting pins and circular 
coaxial feeds can be simply modeled with square geometries. Since the dimensions of these 
fine features are very small, this approximation yields good results and obviates the use of 
the curvilinear FDTD. 

Non-Uniform Orthogonal Grids 

From the earlier discussion, we have seen that an accurate representation of the 
antenna geometry using a non-orthogonal grid leads to a significant increase in the solution 
time and modeling the fine features using sub-cell approximations can lead to erroneous 
results. In this respect, the use of a non-uniform orthogonal grid32 is a good compromise 
to increasing the modeling accuracy while preserving the computational speed and accuracy 
of the FDTD technique. 

In this method, the simplicity of the FDTD update equations is retained by using an 
orthogonal grid. Therefore, the computational speed of this method is the same as the 
conventional Yee algorithm. 

By employing non-uniform spatial increments, this technique allows us to model the 
geometry more accurately than is possible in the uniform approach, which requires the 
dimensions of a structure to be integral multiples of the chosen discretizations in the x, y, 
and z directions. This flexibility in varying the mesh dimensions is especially advantageous 
for modeling a circulary polarized (CP) patch antenna accurately, since its characteristics, 
such as the axial-ratio and the input impedance, are very sensitive to variations in the 
dimensions of the patch and the location of the probe.   For instance, in an ordinary CP 
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patch, the ratio of the two sides (a/b ratio) is of the order of 1.01 to 1.05. Hence, it 
becomes very difficult to accurately describe these dimensions as well as the feed, and its 
position on the patch, using a uniform mesh with a fixed spatial discretization. On the 
other hand, a non-uniform grid can easily model the structural dimensions precisely with a 
few cells. 

With this technique, a fine discretization can be used to model the regions where 
there is a rapid variation in the fields, and a coarse mesh can be employed in regions where 
the field is well behaved. This process can lead to a significant savings in the memory 
requirements for the simulations. Also, since microstrip antennas are open radiating 
structures, the ability to vary the mesh resolution enables us to move the absorbing 
boundaries of the computational domain farther away from the radiating structure, without 
an undue increase in the number of cells. This can be quite advantageous when modeling 
large, complex structures, because the presence of spurious reflections from an imperfect 
ABC can contaminate the FDTD solution when these boundaries are placed too close to 
the antenna being modeled. 

As a rule of thumb, the growth factor of the mesh (which is the ratio of the spatial 
steps of two adjacent cells) should be kept below 1.2 ~ 1.3 to prevent artificial 
discontinuities introduced by the abrupt changes in the cell size. However, larger growth 
rates are acceptable as long as the cell size is very small compared to the wavelength. 
Also, it should be noted that the non-uniform grid no longer preserves the second-order 
accuracy that is obtained with the use of the uniform grid. Nevertheless, if the mesh 
spacing changes slowly, the error can be close to that of a second-order method. It is 
possible to achieve about 40% ~ 80% reduction in the problem size and a corresponding 
decrease in the computation time by using this modeling procedure without an undue 
sacrifice of the accuracy. 

Considering all of these advantages, the non-uniform orthogonal FDTD method 
appears to be the preferred approach for modeling predominantly rectangular microstrip 
antenna geometries. For analyzing circular patches, it is perhaps more advantageous to use 
a curvilinear mesh. Recent advances in the contour path and conformal FDTD 
technique34,35 may enable one to use a regular grid with the option of locally deforming the 
mesh to conform to the curvature of the geometry. 

Note that although a significant reduction in the computational domain has been 
achieved through non-uniform spatial discretization, the time step is still determined by the 
smallest cell size. This issue can be addressed through signal processing techniques. 

Finally, one of the most recent developments in the Finite methods is the 
introduction of a new concept for mesh truncation called the Perfectly matched layer 
(PML)39 approach. The use of this approach enables one to reduce the computational 
domain significantly by bringing the boundary closer to the object than is possible with the 
conventional absorbing boundary conditions, without unduly sacrificing the accuracy of the 
computation. 
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INTRODUCTION 

This paper presents a new method to simulate and optimize microwave amplifiers 
more quickly. We present the results obtained for a low-noise microwave amplifier 
designed according to this method. At present, in order to design a microwave amplifier it 
is first necessary to choose the correct type of transistor in function of the applications 
required. After this, classical simulation and optimization software is used to calculate the 
elements of the equalizers placed before and after the transistor (Figure 1), taking into 
account the specifications of the amplifier. 

so n 

6 
5SS 

Equalizer Bias 
circuit 
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Feedback 
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SS 5$ r 
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Figure 1. Microwave amplifier 

However, there is no indication a priori of the values of the constituent elements of 
these equalizers. Therefore, optimization can prove long, tedious and without any guarantee 
as regards the convergence of the final result (this optimization is even longer, the greater 

Directions for the Next Generation ofMMIC Devices and Systems 
Edited by N. K. Das and H. L. Bertoni, Plenum Press, New York, 1997 351 



the number of parameters to be optimized and the longer the bandwidth length). For this 
reason we suggest a new approach to the design of microwave amplifiers firstly using 
software developed in our laboratory and based on the method of real frequencies. One of 
the particularities of this method is that it does not require any equivalent transistor model; 
we directly use the S parameters file obtained under point during practical measurements, or 
the file provided by the maker. Moreover, when this method is associated to an 
optimization algorithm and to a classic synthesis method with distributed or lumped 
elements, it gives a very rapid and accurate set of values of the equalizer's constituent 
elements. Then, using « Academy » (or an other classical software) it is simply necessary to 
introduce the dielectric losses associated with the use of the substrate. 

In order to obtain a finer result, a second slight optimization may be carried out. This 
method has been applied to the design of a low-noise amplifier over the 5,925-6,425 GHz 
bandwidth. 

GENERAL OVERVIEW 

A numerical approach called the « real frequency » or «line-segment technique was 
introduced1 in 1977 to overcome the limitations of the analytical methods, when applied to 
the single-matching problem. Using only measured 2-port active device data, the Carlin 
method consists in generating a positive real (PR) impedance, Z,( =Ril(w) + jX,l(co), looking 
into a resistively terminated lossless matching network (Figure 2). This impedance is 
assumed to be a minimum reactance function so as to be able to determine X^co) uniquely 

from Ra(co) by a Hubert transformation. 

:RL + JXL 

Zq = Rq + j Xq 

Figure 2. Real frequency technique for single-matching problems 

In this manner, the transducer power gain function of Zn and ZL, has only one 
unknown fl,, which is computed by using a set of line segments to approximate the desired 

transducer power gain bandpass response. Z^co) is approximated by a realizable rational 
function (describing a ladder network for example) which fits the computed data. Finally, 
Zq is synthesized using the Darlington procedure as a lossless 2-port with a resistive 
termination. Despite several attempts, it has not proved convenient to apply this method to 
the double-matching problem. 

The potential power of the real frequency technique led to the development of a new 
numerical synthesis procedure by Yarman and Carlin2 in 1982, which has all the merits of 
the line-segment technique. In double-matching, the final result of the new procedure is an 
optimized, physically realizable, unit-normalized reflection coefficient e„(p) (p = a + jm), 
which describes the equalizer alone. The equalizer is placed between a complex source rc 

and complex load rL (Figure 3). 
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Figure 3. Real frequency technique for double-matching problems 

If eu(p) is appropriately determined, then the equalizer E may be synthesized using 
the Darlington theorem, which states that any bounded real (BR) reflection coefficient 
eu{p) is realizable as a lossless reciprocal 2-port terminated in a pure resistance2 and a 

ladder type network may be extracted. 
This method has the further advantages of generality, being applicable to all matching 

problems, and universality, as it involves neither equalizer values nor a predefined 
equalizer topology. The simple formalism of this technique allows us, without complex 
calculations, to optimize many performance parameters of single and multistage 
microwave amplifiers. 

THE REAL FREQUENCY METHOD3 

Formalism 

In the case of the double matching problem, it has been shown4 that the scattering 
parameters of an equalizer E, can be completely determined from the numerator polynomial 
h(p) of the input reflection t\ 1 (p). E is assumed to be a ladder network, thus the scattering 
parameters are given as follows (Belevitch representation): 

en(P) = 
h(p) = h0 + hlP+...+hnp" 

S(P)      So +giP+- ••+gnPn 
(1) 

eJ2 (P) = e2i(P) = ±P! 
g(p) 

(2) 

e22 (p) = 
(-Drh(-p) 

g(P) 
(3) 

where r is an integer and specifies the order of the transmission zeros. The polynomial h(p) 
is chosen as the unknown and assumes the equalizer to be without loss. 

The polynomial g(p) is generated from the Hurwitz factorization of 

I        I2    I        I2 

hi(p) + ei2(p) = l (4) 

or 
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g(p)g(-p) = h(p)h(-p) + (-l)rp2r (5) 

To obtain the scattering parameters of E, it is therefore sufficient to generate the 
Hurwitz denominator polynomial g(p) from h(p). 

The optimization is performed simultaneously on the transducer power gain, on the 
noise figure and on the input and output VSWR. 

Transducer power gain, noise figure and VSWR 

Transducer power gain 

Referring to Figure 4 for the first k cascaded amplifier stages, the transducer power 
gain is: 

Gt = Gv 

i.e., 

c"k ' g* 

(6) 

(7) 

where Gi-i is the gain of the first (k-1) stages with normalized resistive terminations, 
(fix), are the scattering parameters of the kth equalizer Ek, (S(j)k are the scattering 
parameters of the Ath transistor with bias networks. 

The overall gain G(ffl) is defined after the final equalizer Efc+j has been added: 

G = (G,G2- -Gk)l 
(8) 

rEk+i 

H: 1 
50 a. 

Figure 4. Multistage microwave amplifier 

Input and output matching 

Using the same method, we are able to define the input and output VSWR of the 
multistage microwave amplifier. For the first k cascade stages, the input VSWR is given by: 

i+ r. 
VSWRin.   =■ (9) 

l- r„ 
k stages 
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The overall output VSWR is only defined after the final equalizer £&+7 nas been 
added (Figure 5) 

i+ r. 
VSWR„ 

i - r. 
(10) 

z8       |  

 ' ~1     T, 
E, | |— 

-P        —] 
r..    I  

Figure 5. Multistage microwave amplifier with the final equalizer Ek. 

Noise figure 

The noise figure is given by: 

F = *l =11-1+-: 
^ 

Rnt 'st     'GrinJ 
F-     +4— — 1 

" R    I |2        I      |2 
(ID 

where 

1- G„ 
(12) 

Fmin and Fm!n respectively represent the minimum transistor noise figure in general, 
and at the kth stage. R„ and R„t are respectively the noise resistance in general, and at the 
Mi stage. ra is the optimum noise reflection coefficient at the Mi stage. Fk.j represents 

the overall noise figure at the input to the (£-i)th stage. 

Multi-objective Optimization 

In the CAD program called «RFCAD », that we have developed, optimization is 
performed simultaneously upon the gain, the noise figure the input and output VSWR. 
The multi-objective function at the hh equalizer is described using a least squares criterion 
and appropriate weighting functions as follows: 

uk =£w, 
j=l 

Gk(Wj) 

G„ 
+ W, k(

wj) 

Rinl 

+ w3 
Fk(Wj) (13) 
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and F0 are the specified gain, input VSWR, output VSWR and noise 
figure, m is the number of bandpass sampling frequencies. W, are the appropriate weighting 
functions. 

With the (k+l)th equalizer, the multi-objective function is described as follows : 

Uk+1 =£w, 
AGk+i(tQj)     ^ 

) 

Rink + I("j)       l 

\ RinOt. 

2 f \2 
Rpniit+i^j) (14) 

y 

At each iteration, coefficients A,-+4A,- are corrected to minimize the objective function 

using the Levenberg-Marquardt algorithm. Vector Ah is given as5 

Ah = -fJTJ + a D
T
D|   J"'e0 (15) 

e0 is the initial error vector, / is the Jacobian matrix of e (where the elements are 
dej/dhj; j =1 ■■■m ; i =7 ••■«), D is a diagonal matrix and a is the Levenberg-Marquardt 

parameter. J. J. More6 introduced relationships between J, D and a which permit rapid 
convergence. 

Transmission line circuit topology 

The extraction of lumped element topologies of the ladder form using the Darlington 
procedure is well known7, the real frequency technique can also be applied using the 
Richards transformation to distributed commensurate transmission line extraction8. This 
extraction approach has been applied to the following three-stage low-noise amplifier. 

HYBRID REALIZATION 

This design method has been applied to the design of a low-noise amplifier over the 
5,925-6,425 GHz bandwidth. This amplifier is realized with distributed elements and uses 
NE242 transistors from the NEC catalog. 

Specifications 

The specifications (Table 1) are provided by our industrial partner ALCATEL 
ESPACE. This amplifier is in the C band (Figure 6). 

Table 1. Specifications of the C band amplifier 

Parameter Value 

Gain >33dB 

VSWRs <-10dB 

Noise Figure < 1,4 dB 

Flatness ± 0,2 dB 
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Figure 6. Designation of frequencies band 

Simulation 

The following figures (Figure 7, 8 and 9) present the results of the simulation by the 
program associated to the real frequency method. 
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Figure 7. Simulated gain of the C band amplifier. 
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Figure 8. Simulated noise figure of the C band amplifier. 
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Figure 9. Simulated VSWRs of the C band amplifier. 

Therefore, we totally satisfy the specifications. The simulation software permits to the 
optimal solution to be found quickly. 

Realization 

Figure 10 shows the hybrid implementation of the three-stage amplifier fabricated on a 
0,635mm thick alumina substrate. 

■ < ■Wwj 
jitJH nRHH^H^HHn 

W-l 
^fli^H iffiüBI^BBtfprai^^P ■ll fly 

^,{ 

I9H" 
u. ft- p^ir 

E§^| 
1^1        "9Kl^k~Jz [                '#'' 

^HRl K5Sfe^5EEg fX&^^yzg&bä&Si mm 
jisB 

BBpri ,* 

Figure 10. Photography of the C band amplifier. 

Measure 

The results of the measures were obtained after a few adjustments. 
The signal gain is 32 dB with a very good flatness (±0,16 dB) on the 5,925-6,425 GHz 

band (Figure 11). 
A noise figure less than 1,5 dB (Figure 12) was obtained. 
Input and output VSWRs are less than -12 dB (Figure 13 and Figure 14). 
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Figure 11. Measured gain of the C band amplifier. 
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Figure 12. Measured noise figure of the C band amplifier. 
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Figure 13. Measured input VSWR of the C band amplifier. 
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Figure 14. Measured output VSWR of the C band amplifier. 

CONCLUSION 

The measures obtained with the low-noise amplifier are similar to those obtained from 
the software simulation, which is based on the real frequency method. 

Table 2 is a summary table of desired, simulated and measured results. It shows that 
the matching equalizers obtained by the real frequency technique are realizable. 

Table 2. Summary of results for 5,925-6,425 GHz amplifier 

Parameter Desired Simulated Measured 

Gain >33dB 34,2 dB 32 dB 

Flatness ± 0,2 dB ± 0,2 dB ±0,16 dB 

Noise Figure < 1,4 dB < 0,85 dB < 1,5 dB 

Input VSWR <-10dB <-10dB <-15dB 

Output VSWR <-10dB <-15dB <-12dB 
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Abstract - This paper reviews the major class of chip-to-chip interconnections used in 
high-performance computers and communication systems. The critical electrical charac- 
teristics are highlighted and the most beneficial type of measurement techniques are ex- 
emplified for cables, printed-circuit-boards, ceramic, thin-film, and on-chip wiring. 

L INTRODUCTION 

Continued advances being made in circuit density and speed, both at the chip and 
package level, are placing increasing demands on die performance of interconnection 
technologies. Designers are reducing the wiring cross sections and trying to pack the 
lines closer together, while at the same time the propagated signals switch with faster rise 
times. New insulator materials with lower dielectric loss and dielectric constants, and 
conductors with lower resistivity are extending operation to higher speeds. Improvements 
in integration efficiency need to be balanced against cost effectiveness at the system level. 
Reducing wiring dimensions results in appreciable resistive lines. Transient analysis of 
coupled lossy transmission lines having frequency-dependent parameters becomes a ne- 
cessity. Interconnection performance is limited by the ability to control reflections caused 
by discontinuities in the signal paths, such as vias, crossing lines, wire bonds, connectors; 
it is also limited by the higher level of crosstalk and switching-induced noise due to the 
packaging density and speed increase. 

This paper addresses the need to understand the increase in signal propagation delay, 
rise-time degradation, attenuation and coupled noise caused by loss mechanisms such as 
skin-effect and dielectric dispersion. High-speed signal propagation and the use of lossy 
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transmission lines are narrowing the gap between digital and microwave circuit designers. 
The circuit-to-circuit interconnection in today's high-performance computers and com- 
munication systems has many varieties, from cables, printed-circuit-boards, ceramic car- 
riers, to thin-film and on-chip wiring. Signals on these carriers have rise times of tr = 
100 to 1000 ps, resistance of 0.05 - 500 Q/cm, and maximum usable lengths of 1 cm - 
5 m. 

We will review the electrical characteristics of representative package interconnections 
from each category and highlight the performance limiting factors. A novel broadband 
technique for completely characterizing the frequency-dependent electrical properties of 
resistive transmission lines by short-pulse propagation is described. The technique is il- 
lustrated with measurements on cables, card wiring, thin-film and on-chip intercon- 
nections. Broadband dielectric loss extraction is shown for new low loss 
printed-circuit-board material. A simple method is shown for determining the dielectric 
anisotropy of polyimide insulators used in thin-film multilayer structures (such as 
MCM-D carriers). Signal propagation, coupled noise, and eye-diagram measurement 
results on representative test vehicles are compared with simulations based on full-wave, 
electromagnetic modelling. 

H. PACKAGING TECHNOLOGIES 

The packaging technology for high-performance digital computers and communication 
systems has to provide the connectivity, power distribution and cooling for chips that 
could have over nine million transistors and over 1,000 signal I/O's. Figure 1 shows a 
generic configuration where the circuits on one printed-circuit-card have to communicate 
through a backplane board to the circuits on another card. 

'^-cmcurTS 

Figure 1. Schematic representation of card-on-board packaging. 

The driver and receiver circuits could be packaged on single-chip, or multi-chip carriers, 
and the card-to-card path might involve either a mother board or many cables. The 
interconnection technology can be broken down into five categories as shown in Table 
I, namely shielded cables, printed-circuit-board, ceramic, thin-film, or on-chip wiring. 
All these transmission lines have non-uniform cross sections caused by discontinuities 
such as connectors, vias, wire bonds, flip-chip solder balls, redistribution leads, 
orthogonal lines, sparsely placed power buses, insulators with anisotropic dielectric con- 
stant, lossy dielectrics, stacks of many dielectrics. Signal integrity and system perform- 
ance has to be balanced against fabrication limitations, cost and system size. 
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Table I. Interconnection Technologies 

Interconnection 

Type 

Line 
Width 
(um) 

Line 
Thickness 

(um) 

Line 
Resistance 
(ohm/cm) 

Rl „„   Maximum 
Length 
(cm) 

On-Chip 

Thin-film 

Ceramic 

0.5-2        0.7-2        100-1000 >2Zo       0.3-1.5 

10-25 5-8 1.25-4       0.5Zo-2Zo    20-45 

75-100     16-25 0.4-0.7 <0.2Zo      20-50 

Printed-ciicuit-board    60-100     30-50        0.06-0.08        <0.1Zo      40-70 

Shielded Cables 100-450     35-450   0.0013-0.033      <0.1Zo     150-500 

Modelling of a typical signal path of Fig. 1 such as depicted in Figure 2 is extremely 
challenging due to the variety of structures. 

DRIVER CIRCUIT 

CHIP CARRIER 

RECEIVER CIRCUIT 

CHIP CARRIER 

H^: 
Receiver 
Input CARD      [Jl BOARD          R       CARD        Input,. ^r=)-|[-a__I—>|-a=>-f|> 

r«nnarlnr CötHiectOr V 

Figure 2. Representative signal propagation path between driver and receiver circuit for the type of package 
shown in Fig. 1. 

It is the task of the modelling engineer to subdivide the problem into tractable compo- 
nents that can be analyzed with available electromagnetic tools and to concatenate or 
superimpose various effects when CPU run times or storage limitations restrict such 
studies. It is also imperative to verify the validity of such simplifications experimentally 
or to supplement the modelling with results obtained through testing of relevant test ve- 
hicles. Relevant measurements involve signal propagation integrity, crosstalk, reflections, 
dielectric constant and dielectric loss, attenuation, and eye-diagrams. Time-domain- 
measurement of signal propagation is mostly relevant for digital applications but will be 
affected by distortions, noise sources and loss mechanisms that are frequency dependent. 
Measurement techniques have to be adapted for the special needs of packaging structures. 
The following sections will highlight relevant characterization results for the various 
packaging interconnection technologies. 

III. SHORT-PULSE PROPAGATION TECHNIQUE 

In most of the package interconnections of Table I, the transmission line cross section 
and extent of non-uniformities are smaller than the wavelength for the frequency range 
of interest. The solutions to Maxwell's equations for electric and magnetic field can be 
considered quasi-TEM waves. The line voltage and current can be expressed as1 

V = VA e-
rx + VBe

Tx 

l = IA e    +IB e 

(1) 

(2) 

363 



where the propagation constant is defined as T = -yZY = -y {R +ycaL)(G +/coC)  and the 
characteristic impedance is 

.-Vf-VÜ Zo'Vt- -V/T^EE" CO 

V*, Vs, /,,, and /B are constants that can be determined by boundary conditions at the two 
ends of the line, and R, L, C and G are the line resistance, inductance, capacitance and 
dielectric conductance per unit length and are in general frequency-dependent The 
propagation constant can also be written as T = a + jß, where a = Rer is the attenuation 
constant and ß = Imr is the phase constant Consequently, the key elements that need to 
be determined for characterizing any transmission line system then, are a, ß, and ZQ. In 
practical digital logic applications, however, the key parameters of interest are propa- 
gation delay, characteristic impedance, risetime degradation and crosstalk, all of which 
are determined in the time domain. This is why most of the measurement and simulations 
of package interconnections are being made using TDR (time-domain reflectometry ) and 
TDT (time-domain transmission) techniques1. Skin-effect and dielectric losses are best 
handled in the frequency domain by most circuit simulators, and the results are Fourier 
or Laplace transformed into time-domain waveform modelling. The accuracy of these 
measurements is limited by the finite risetime of the step source, the bandwidth of the 
commercially available sampling oscilloscopes and of the probing system connecting the 
source signal to the test pads on the sample being measured. The driving-end impedance 
ZQ measurement is impeded by unwanted distortions caused by the probes and the large 
separations between signal and ground pads. Moreover, in the case of lossy transmission 
lines, the impedance increases with loss1, and the TDR trace is not a flat reflected step 
that can easily be related to a constant reflection coefficient. The incident-impedance, 
however, is extremely important in package design because it affects the transient current 
the driver circuits have to supply and therefore, the simultaneous-switching capability of 
the carrier, due to AI-noise limitation. The propagation delay of lossy interconnections 
(measured at the 50 % level of the waveforms for digital applications) increases in pro- 
portion with line length and cannot yield a direct measurement of the dielectric constant 
of the insulating material being used. 

Based on dimensional and material data collected during fabrication, the cross section 
is modelled and the frequency-dependent attenuation a, phase-constant ß, and character- 
istic impedance ZQ are calculated. The accuracy of the modelling is gated by the avail- 
ability and accurate determination of structure dimensions and characteristics. The results 
of these models are then used in simulating pulse propagation with transient circuit 
analysis programs. By using such a procedure, there is no direct verification of the 
transmission line models. Instead, their correctness is inferred by comparing simulated 
with measured waveforms. 

An alternative frequency-domain technique is often used2. S-parameter measurements 
are made using a network analyzer from which the transmission line characteristics are 
calculated. The accuracy of such a measurement depends on the ability to de-embed the 
frequency-dependent parasitics introduced by the probing system and of the interface 
between the test pads and the actual wiring which could be buried deep into the substrate. 
As the lines start having appreciable series loss, lossless line standards used for de- 
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embedding become useless. In general, the entire calibration procedure is extremely 
cumbersome and the frequency-domain results give no direct physical interpretation of 
reflections caused by structure inhomogeneities or crosstalk waveshapes. 

A new technique has been developed for completely characterizing resistive trans- 
mission lines. A short electrical excitation is launched onto two identical transmission 
lines of different lengths. The digitized waveforms are then numerically Fourier trans- 
formed. Time windowing is used to eliminate any unwanted reflections, and therefore 
the Fourier spectra contain information about the forward-travelling wave only (the for- 
ward term in (1) is given by V=VAe-<-a+iW where / is the line length). The ratio of the 
complex spectra then yields the propagation constant. 

where oc(/) and ß(/) are the frequency dependent attenuation coefficient and propagation 
constant, respectively. A(/) and <&,(/) (i = 1, 2) are the amplitude and phase of the 
transforms corresponding to lines of lengths h and h, respectively, with h > l2. The effect 
of interface discontinuities, which are the same for both lines, linearly cancel out making 
it unnecessary to do any de-embedding. In the special case of insulators with small losses 
G « coC (which is usually the case for most practical insulators in packaging structures) 
equation (3) reduces to 

jwC jaC       coC    J (üC 

The frequency dependence of the capacitance is usually dominated by the dispersion of 
the dielectric constant. For low loss dielectric this is very small. Thus, the measured 
low-frequency capacitance together with the experimentally determined phase constant 
and loss coefficient from (4) can be used to determine the complex impedance with (5). 

IV. PRINTED-CIRCUIT-BOARD WIRING 

a) Dielectric Loss 

In the case when /?/max« ZQ (/J/max < 0.1 ZQ) the interconnection transmission lines are 
considered lossless and will transmit signals with negligible distortion. Such is the case 
with wide (75 - 100 (im) and thick (15 - 50 \im) printed-circuit-board wiring that have 
negligible resistance of about /?& = 0.06 fi/cm. Even for 4™ as large as 70 cm, Rl^ = 
4.2 Q which is less than one tenth of Zg (ZQ = 50 - 80 Q). These lines are generally 
terminated to avoid reflections and the amplitude is only reduced by the dc drop. The 
onset of skin effect can occur for risetimes as slow as 7 ns1. The attenuation caused by 
skin-effect losses (tan 5 = 0.0), however, is quite small, 0.029 dB/cm at 0.5 GHz, and 
even for 70-cm-long lines, the loss is only 2 dB. The generally used FR-4 insulator which 
is a composite of epoxy and fiber-glass cloth has a very high dielectric loss tangent tan 
8 of 0.025. Due to the low resistive losses, dielectric loss will dominate and substantially 
increase signal attenuation and dispersion. Even at 0.5 GHz, attenuation increases to 
0.053 dB/cm. Dielectric loss increases in proportion to frequency since G = coCtanS 
(attenuation is proportional to G).  At 2 GHz, the total loss on a 70-cm long signal line 
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increases to 10.8 dB which is substantial. Such large losses inhibit the propagation of 
fast signal transitions on long printed-circuit-board wiring. The most typical range of 
interest for digital applications is f = 0.5 - 2 GHz, which corresponds to risetimes of 300 
- 1,000 ps. Lower dielectric loss thus increases the bandwidth of board wiring. In ad- 
dition, the use of low dielectric constant er materials (lower than er = 4.3 for FR-4) results 
in lowering of signal propagation delay xl in proportion to -\/e7. It also reduces the 
wiring capacitance in proportion to er which results in lower power dissipation since 
lower amplitude currents are needed to charge the signal lines. 

The short-pulse propagation technique was used to characterize specially built test 
vehicles having either FR-4 dielectric or a newly developed material, a thermoplastic 
toughned cyanate ester3. The attenuation for 102 x 31 |xm, 5-cm and 10-cm long lines 
was measured for the 0.8 - 8 GHz range. The frequency-dependent attenuation a(f) was 
also calculated and the calculation was repeated for differing values of tanS until a good 
agreement was obtained between calculated and measured attenuation as shown in Figure 
3. 

A- 6 
Frequency (GHz) 

Figure 3. Measured (solid trace) and calculated (dashed trace) attenuation with tan8 = 0.009.  Copyright 
1996 by IEEE Transactions on Components, Packaging, and Manufacturing Technology - Part B. 

It was found that the new material has tan8 = 0.0095 ± 0.0025 which is lower than for 
FR-4. 

Large, circular, 1.524-cm diameter, parallel-plate capacitors were built in the test ve- 
hicle. Measurements of capacitance at low frequency (1 MHz) allowed the extraction 
of er to be er = 3.64 ± 2 %. The large diameter-to-dielectric-height aspect ratio of the 
plates allowed the capacitance calculation to be performed without the inclusion of any 
fringe components. 

Simulations were performed of a representative signal path as the one shown in Fig. 
2 which is part of a serial communication link that has 500 Mb/s data rate which require 
the propagation of 2-ns wide data pulses. The requirement at the receiver input is to have 
adequate "eye-opening" or waveform area. 
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Figure 4. Simulated waveforms for card-board-card path with FR-4 and CYTUF insulators. Re- 
sponses at the receiver circuit input are shown for 70 cm CYTUF-LC total wiring (solid trace), 70 
cm FR-4 total wiring (dashed trace), and 90 cm CYTUF-LC total wiring (dotted trace). The 70 cm 
wiring is divided into 20, 40 and 10 cm segments, while the 90 cm wiring has 30, 40 and 20 cm parts. 
Copyright 1996 by IEEE Transactions on Components, Packaging, and Manufacturing Technology 
- Part B. 

These waveforms are shown in Figure 4 for a total length of 70 cm with either the new 
insulator or FR-4, and for 90-cm long wiring with the new material. The less lossy 
material results in a card wiring length improvement of 20 cm over FR-4 which is sig- 
nificant. Propagation delay improvement is 8 %. 

b) Card-to-Board Connectors 

Typically 300 - 500 signal connections and soon even 1,000, between daughter cards 
and mother board are required, and distortionless signal propagation of 300 - 1,000 ps 
rise-time transitions has to be assured with connector crosstalk contribution in the order 
of 5 -10 %. Pinned connectors are limited in density since printed-circuit-boards cannot 
be fabricated with through-via-holes on grids smaller than 1.25 mm using conventional 
techniques. 5-6 rows of contacts are generally used but a large number of contacts have 
to be allocated to ground current returns. It is important to evaluate the capacitive and 
inductive discontinuities introduced by connectors. If the card-to-board interface delay 
is close to tr/2, the waveform is distorted and displays an increased rise time. Inductive 
and capacitive discontinuities cause reflections which have amplitudes proportional to 
[L/(2Zotr)] • Kin or (CZ0/2/'r) • 14,, respectively (where V& is the input source signal)4. 
Such reflections can become significant if they are large enough to cause logic failure. 
TDR measurements are generally performed using step excitations from sampling 
oscilloscopes such as the HP 54120 with 35-ps risetime and 50-ß-impedance source. 
Figure 5 shows typical response for a 5-row pinned-connector having 1:1 signal-to- 
ground contacts. The TDR waveforms are shown for two locations namely, the shortest 
lead and the longest lead. The shortest lead has an equivalent impedance 2c = 55.5 - 61.5 
Q, while the longest lead has Zc = 56.0 - 67.4 Q. 
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Figure 5. TDR measurements using a 35-ps-risetime, 200-mV source at 10-cm distance from the 5-row 
pinned connector. Measurements are shown for connections made to the fifth row (longest lead in the 
receptacle, solid trace) and the first row (dashed trace). 

A very important performance determining criterion is the amount of noise generated 
in the connector leads. Crosstalk is generated by the transfer of energy through capacitive 
and inductive coupling. The capacitive Kc (- CyJCu), and inductive KL (L12/L22) cou- 
plings between adjacent lines add at the driving end and subtract at the far end of the 
line1. Crosstalk is generally measured with two types of configurations, for near-end- 
noise, NEN, at the end close to the source, and far-end-noise, FEN, at the far end of the 
quiet line. Figure 6 shows the good agreement between measured and simulated results 
with the pinned connector in a 70-cm-long path on a specially designed test vehicle. The 
connector contribution is riding on top of the large card wiring crosstalk and is best 
measured by considering two adjacent pin-pairs at a time. The connector leads were 
modelled using a three-dimensional finite-element algorithm to extract the equivalent R, 
L, and C matrices5. 
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Figure 6. Measured and simulated (dotted) near-end-crosstalk, NEN, for the 70-cm-long card path of Fig. 
2 with a 289-ps-risetime, 200-mV swing, step source with (dashed) and without (solid) the two 5-row 
pinned connectors. The connector contribution is riding on top of the card crosstalk. 

Simulations included the probe tip discontinuities and sample test pad models as well. 
The equivalent L and C for the probe tips were modelled using the three-dimensional 
tools described in Ref. 6 and 7 and were found to be Lp = 0.1625 nH and C, = 0.03 pF 

368 



which represent very small discontinuities. The probes were characterized using a 
70-GHz bandwidth sampling oscilloscope8 and it was found that the 5.5-ps fall-time of 
the instrument output only degraded to 14.5 ps at the output of the probe. This implies 
a 3-dB bandwidth of 24 GHz and acceptable behavior across a wide frequency range. 
This last point is crucial for time-domain measurements, since poor phase performance 
will result in distorted signals even when amplitude bandwidth is broad. The custom- 
built probe tips are shown in Figure 7 and are accomplishing the 24-GHz bandwidth 
with only one ground contact which is mostly the case for packaging applications. 

Figure 7. a) Biid-beak probe tips mounted on semi-rigid coaxial cable. The actual source. The actual 
ground (left) and signal (right) probe plates are shown in inset, b) Side view of opening in the semi-rigid 
cable where the chip resistor is mounted in the high-impedance probe. 

All the broad-band co-planar probes described by others9 achieve their highest bandwidth 
with ground-signal-ground probe configurations. The low-cost, bird-beak design allows 
reliable contact for a large range of planar and non-planar geometries such as encountered 
in representative packaging interconnections. 

Crosstalk measurement was also used to assess the need for large number of ground 
contact assignment in a surface-mount connector case10. Figure 8 compares the NEN 
noise for 1:1 and 5:1 signal-to-ground cases. The connector crosstalk has to be contained 
in the overall noise budget of the receiver circuit which has to also accommodate other 
noise sources such as simultaneously-switching-driver-circuits-induced noise (AI-noise). 
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Figure 8. Measured NEN waveforms for a path with 70-cm card wiring using a 289-ps-risetime , 200-mV 
swing, step source. Path is tested without the connectors (solid) and with two pad-on-pad connectors having 
either 5:1 (dashed) or 1:1 (dotted) contact assignments. 

V. HIGH-PERFORMANCE HIGH-DENSITY CABLES 

The cabling required for the systems shown in Fig. 1 must be 1 - 5 m in length inside 
a single electronic enclosure with connectors providing contact to associated card wiring 
at a 10-20-per-inch linear density. Up to several hundred cables might have to be at- 
tached to each card. In such cases, shielding is mandatory in order to avoid loss of energy 
through radiation, minimize intra-cable crosstalk, and maintain controlled impedance. 

a) Co-axial 25AWG Cable 

^^K* jac 

Braided ground conductor 

Signal conductor (IS mil dUrai.) 

Expanded PTFE insulator 

Jacket (SI mil diam.) 

Shielded-Ribbon Cable 

Flexible-Film Cable 

Polyimide (Kipon) insulator 

i a p*a □ D ■ D x 

i a a ■ D a ■ □ x 

Figure 9. Schematic cross sections of cables: a) coaxial, b) shielded ribbon, c) flexible-film, and X and 
Y wiring with d) solid reference planes, e) mesh planes, and 0 five-layer on-chip wiring. Copyright 1994, 
and 1995 by International Business Machines Corporation. 

Three types of cross sections are shown in Figure 9, namely coaxial, shielded-ribbon, 
and flexible-film structures. 
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The short-pulse propagation technique was used to analyze their attenuation and 
characteristic impedance over a broad frequency range. Measurements were performed 
with 2- and 3-m-long cables. Figure 10 shows the attenuation for the 25AWG and 
30AWG coaxial cables, the ribbon cable and the flexible-film design. 
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Figure 10. Measured (dots) and manufacturers' data (lines) for coaxial, shielded-ribbon, and flexible-film 
cable attenuations as a function of frequency. 

The vendor-supplied data is generally available only up to 400 MHz. Extrapolation based 
on skin-effect losses was made in order to compare with our measured results up to 8 
GHz. Such measurements were extremely beneficial in highlighting the short-comings 
of some of the insulators used such as foamed polypropylene, thermoplastic elastomer 
(used in the ribbon cable) or Kapton (used in the flexible-film cable). The flexible-film 
with 5.5 x 1.4-mil cross section and measured tanS = 0.015 had the highest attenuation. 
It is not obvious from manufacturers' specifications that such losses exist and that they 
limit extendibility to GHz data rates while the short-pulse propagation technique can 
provide the means to identify such salient effects as dielectric loss. Once again, dielectric 
loss is dominant over resistive loss which are small. 

Similarly to card-board-card paths, the card-cable-card paths have to be analyzed for 
signal distortion and crosstalk in order to determine the maximum useful length and 
bandwidth. TDR and TDT measurements are generally performed to determine the cable 
connector capacitive and inductive discontinuities and crosstalk11. In addition, signal 
degradation caused by dc drop, risetime dispersion and reflections is evaluated from 
eye-diagram data streams. Pseudo-random data patterns with variable data rates are used 
as input source. The random pattern simulates typical data streams found in communi- 
cation links. The variable data pattern exacerbates the signal distortion because each 
pulse has a variable starting steady-state level, depending on the number of consecutive 
low or high states in the data. A 40 - 50 % loss of the "eye-opening" or the area of the 
waveform is associated with a reasonable signal at the receiver-circuit input to overcome 
all the anticipated noise sources. Figure 11 shows the results obtained with a 2-m-long 
coaxial 25AWG cable at 500-Mb/s, 1-Gb/s and 1.6-Gb/s rates. The path included two 
12.7-cm lengths of card wiring at each end of the cable. The acceptable bit-rate limit 
was found to be 1.3 Gb/s. 
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Figure 11. Eye diagrams obtained with 2-m-long coaxial 25 AWG cable, at a) 500-Mb/s, b) 1-Gb/s, 
and c) 1.6 Gb/s data rates. The path traversed by the signal included two 12.7-cm lengths of card 
wiring and connectors at each end of the cable. Copyright 1994 by International Business Machines 
Corporation. 

VI. CERAMIC CARRIERS 

Thick-fim ceramic carriers have lines, whether terminated or unterminated, with finite 
series loss since Rl^ < 0.2 Zo, and some rise-time distortion will be encountered. Typ- 
ical cross section is shown in Fig. 12e with mesh ground planes dictated by fabrication 
limitations. Line widths are in the range of 75 - 100 \im and center-to-center spacing 
of 350 - 500 urn. Large wiring stacks of 30 - 60 layers and 64 - 150 mm size carriers 
are common12. A typical multi-chip module is shown in Figure 12. This type of wiring 
uses fairly thick lines (16 - 25 Jim) and skin-effect will occur with signals of around 1-ns 
rise time. Typical transitions are in the order of 200 - 1,000 ps. Distortion, however, 
will be minimal because of the low Ä* (Ä* = 0.4 - 0.7 Q/cm). Dielectric loss can again 
play a strong role, however, most ceramics have been shown to have very low tan8. For 
example, alumina can have tan8 = 0.0005, and mullite type ceramics have tan8 = 0.0015 
to 0.0035, and therefore dielectric dispersion can also be neglected for most ceramic 
packages. Most of the distortion is introduced by the orthogonal wire capacitive loading 
and the very long via loading which will cause most of the risetime distortion. Modeling 
of such complex multi-chip carriers as shown in Fig. 12 becomes a very challenging task 
and is very much needed due to the stringent electrical requirements and high fabrication 
cost13. 
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Figure 12. a) Top view and b) cross section of a 100-mm multi-chip alumina/mollibdenum module with 
up to 11 x 12 chips and eight plane-pairs of mesh wiring of the type shown in Fig. 9e. 

VII. THIN-FIM WIRING 

In the case of chip-to-chip wiring on thin-film carriers, the lines have substantial series 
loss since /?CX can be in the rangeof 0.5ZQ to 2ZQ. For 100-mm carrier, L« could ap- 
proach 20 cm, and if the resistance is in the range R = 1.25 to 4 Q/cm, unterminated 
connections need to be used as was recommended in Reference 14. A design guideline 
has been to use such lines for 4™^ 2ZQ/R, such that the attenuation erR'^ will be less 
than or equal to 36.8 %. A controlled amount of attenuation can be tolerated because 
of the voltage doubling at the open end. Rise-time dispersion will occur, even for 
frequency-independent resistive loss. It was shown in Ref. 15 that since the resistive loss 
is very small for short lines (but long enough to have propagation delay greater than the 
rise time), the line behaves like an LC line, and sustained reflections from both ends 
generate unwanted over-and under-shoots. An active clamp network, such as one using 
Schottky-barrier-diodes, can be used to suppress the oscillations and maintain a fixed 
steady-state level at one tenth the current needed for a terminating resistor.   The con- 
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ductors generally used are fairly thin (5 - 8 urn), so that skin-effect in these cases could 
become significant at frequencies greater than 0.7 to 2 GHz or rise times tr less than 200 
ps (where 8 < f). Practical switching speeds tr of current circuits are in the range of 200 
to 1,000 ps; therefore, skin-effect-induced dispersion will degrade the signal rise times 
but total circuit-to-circuit interconnection delays are not substantially increased. Due to 
the high Ä*, skin effect will dominate and dielectric loss can generally be ignored. Since 
such interconnections can propagate fast signals, the switching speeds will be limited by 
the noise margin of digital receiver circuits. For typical systems, crosstalk and power- 
supply noise generated by simultaneous switching of many drivers and crosstalk will 
limit the transitions to not less than 200 ps. 

TDT measurements and simulations were performed on representative thin-film wiring 
of a four-layer structure of the type shown in Fig. 12d with R* = 4 Q/cm and / = 5.06 
cm. The results are shown in Figure 13. 
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Figure 13. Measured (dashed curves) and simulated (solid curves) waveforms for line with Rdc = 4 
ft/cm and length / = 5.06 cm, using 10:1 coaxial probes. Input monitored at sending oscilloscope 
channel, output measured at far end of line. Copyright 1990 by International Business Machines 
Corporation. 

A 500-ß coaxial, custom-built probe shown in Fig. 7b was used which then presents a 
quasi-open termination to the transmission line with ZQ = 40 Q. This simulates the un- 
terminated environment used in typical thin-film wiring applications. A 450-Q thin-film 
chip resistor in-line with the semi-rigid coaxial cable is used as shown in Fig. 10b. The 
500-ß probe was characterized as before with the same 70-GHz oscilloscope and its 
bandwidth was determined to be 19 GHz. The simulation includes the discontinuities 
associated with the chip resistor and wire bonds needed for assembly as seen in Figure 
14. In this case the transmission line model calculation included frequency-dependent 
R and L due to skin-effect. 

Most thin-film wiring use organic polymer insulators due to their low dielectric con- 
stant, and ease of processing. The low dielectric constant of the polymer assures fast 
signal propagation and low crosstalk, and therefore high-wiring density. The polymers 
that have excellent mechanical properties could exhibit large dielectric anisotropy. Spe- 
cial test structures were built and characterized to extract such properties. The test ve- 
hicle was built using BPDA-PDA polyimide as the dielectric and copper as the 
conducting material. The three-layer structure was fabricated on a large (166 x 166 mm) 
pyrex glass substrate having 90 mm x 93 mm active area representative of actual use. 
The minimum number of layers were built that still allowed high-speed characterization 
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Figure 14. Equivalent circuit representation of 19-GHz-bandwidth high-impedance test system for 
measuring propagation on single line. Copyright 1990 by International Business Machines Corpo- 
ration. 

and at the same time underwent all the relevant processing steps used to fabricate chip- 
to-chip interconnection structures. 

Moreover, relevant dimensions were used throughout. The cross section of the test ve- 
hicle is shown in Figure 15a. It consists of two metallic and two polymer layers and 
has a microstrip transmission line design. The out-of-plane dielectric constant ez (in the 
direction of the film thickness) was obtained from capacitance measurements on 600 
|0.m diameter parallel-plate capacitors as shown in Fig. 15b to be Ez ± = 0.1. The in-plane 
dielectric constant was obtained through a combination of experimental and theoretical 
techniques. Specially designed comb structures, as shown in Fig. 15c were used. 10 
inner and 11 outer, 3 cm long conductors are interleaved in order to amplify the mutual 
capacitance, Cn, between any two lines by a factor of 20. This enhances measurement 
accuracy since Cn is usually a very small value in typical designs. The following tech- 
nique was used to extract the in-plane dielectric constant, e*y. The out-of-plane dielectric 
constant was fixed at Ez = 3.22. Modelling of the cross section was iterated until the best 
agreement between measured and calculated mutual capacitance values was obtained. It 
was concluded then that BPDA-PDA exhibits an in-plane dielectric constant of EXY = 3.8 
- 4.0 ± 0.1 which is significantly higher than the out-of-plane value of ez = 3.22. It is 
explained in Ref. 1 that both FEN and NEN depend directly on the capacitive coupling 
coefficient Kc = Cn I Cn, the accuracy of which is determined by the £»■ and ez that 
was extracted. This effect is strongest for the far-end crosstalk which is proportional to 
the difference between the capacitive and inductive coupling, Kc - KL (where KL = La I 
Ln). Small differences show up as large noise spikes and the inaccuracy in the FEN 
prediction increases with longer line lengths since FEN is proportional to the coupled 
length1. Table II summarizes the effect of dielectric anisotropy on the key transmission 
line electrical parameters, The self, d, and mutual,'Cn, capacitance values increased 
by 4.6 - 9.6 % and 21.4 - 25.4 %, respectively. The far-end coupled noise, FEN, for the 
3 cm line length, is overestimated by 4 - 5.3 %. The experimental characterization per- 
formed on representative structures was essential for determining the dielectric properties 
as was shown in detail in Ref. 16. 

375 



SUBSTRATE 

Figure 15. a) Three-layer test vehicle cross section, b) parallel-plate circular capacitor test site, and 
c) comb structure for extracting in-plane dielectric constant tXY by measuring the amplified mutual 
capacitance 20 x C[2. Copyright 1994 by IEEE Transactions on Components, Packaging, and 
Manufacturing Technology - Part B. 

Table II. Effect of anisotropy on capacitance, 
impedance, propagation delay, and far-end coupled 
noise. 

ELE :TRICAL 

ICTERISTICS     - 

Pitch 
(/urn 

24 31 40 

AC 
AC,, 9.6 6 4.6 

(*) AC12 21.4 22.8 25.4 

Measured 42 42.4 44 

Zo 

(f>> 

Calculated 
w. Anisotrophy 

36 39.5 40 

Calculated 
w/o Anisotrophy 38 40.7 41 

Measured 61.7 61 60.8 

1 
(ps/cm) 

Calculated 
w. Anisotrophy 59.7 57 56.7 

Calculated 
w/o Anisotrophy 

57 55.6 55.4 

Measured Neg. 5 11 

FEN @ 3cm 

(%) 
Calculated 
w. Anisotrophy Neg. 5.5 9.5 

Calculated 
w/o Anisotrophy 5.3 11.3 13.5 

VIII. ON-CHIP WIRING 

On-chip interconnections have very high resistance R, ranging from 35 to 500 Q/cm 
and beyond, and Rlmax > 2Z0.  In the case of large microprocessor chips approaching 20 
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mm on a side, critical global wiring can be 1 - 2 cm in length. Device scaling to sub- 
quarter-micron channel length results in 50 - 100-ps-risetime initial signal transition. The 
propagation delay is comparable to the signal risetime and the conventional lumped- 
circuit RC-circuit representation is no longer adequate. It results in significant under- 
estimation of both delay and crosstalk. The combination of fast risetimes and long 
lengths require treatment as lossy coupled configurations*. A typical cross section is 
shown in Fig. 9f with five-metal layers. Most on-chip power distribution relies on wide 
power buses placed sparsely on the topmost layer. This layer has thick, non-plananzed 
metallization with narrower buses on the lower levels distributing power to the individual 
logic cells. Such a nonuniform reference mesh results in increased inductance and re- 
sistance, which in turn increase the propagation delay and line-to-line crosstalk. 

Special test sites were designed to analyze the different type of possible transmission 
line configurations in the various layers of the five-layer stack. Each site was designed 
to include all the representative details of orthogonal wiring, vias and wide and narrow 
reference buses. One such site is shown in Figure 16 with two 2.7-^im-wide lines, with 
2.7-|im-separation on the fourth layer and having 110.0-|xm-wide orthogonal power buses 
on 450.0-nm pitch on the fifth layer. 

M4 ia-pUne GND     M5 GND bus: M3 orthogonal loading: 
buses: (17/18.9)' (110/340) (0.9/2.7), (9.9/53.1) 

MS GND bus:       M4 signal lines: 
(110040) (2.7/2.7) 

r^       r^ 

Figure 16. Layout of site with coupled 2.7-^m-wide signal lines on M4 having orthogonal 
110.0-fim-wide ground buses on the fifth layer. (Numbers in parantheses are the line width and line 
spacing, respectively, both in /im). Copyright 1995 by International Business Machines Corporation. 

Such complex structures are difficult to model accurately using conventional tech- 
niques. Time-domain measurements were performed using again the 35-ps risetime step 
excitation provided by a 20-GHz sampling oscilloscope. Signal propagation measure- 
ments were repeated on short structures that were identical with the long lines. The 
difference in the measured delay on the long and short lines yielded the propagation delay 
per unit length, without the error introduced by pads and probes. Signal propagation and 
crosstalk were measured on 1.6-cm-long lines, 2.7-|J.m-wide in the third layer having R 
= 166 Q/cm. The measurements were repeated at -160 °C, 22 °C, and 100 °C. There 
was a 2.9x reduction in rise time at -160 °C compared to room temperature (22 °C). 
As a consequence, the delay measured at the 50 % level of the signals is lowered by 1.5x. 
At 100 °C, delay and rise time increase by 15 % and 16 %, respectively. This confirms 
the resistance-dominated performance due to the very large R (Rl = 6.4Zb). At -160 
°C, Rl = l.6Zo, which means that the line has a fast LC-line type of behavior explained 
in Ref. 1. The lower signal attenuation and dispersion, however, results in much higher 
crosstalk at -160 °C as seen Figure 17. 
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Figure 17. Measured crosstalk at the far-end of a quite line (FEN) for two adjacent 1.6-cm-long, 
2.7-um-wide lines, with 2.7-um separation, on the third layer, with solid ground on the fifth layer Input 
is a 35-ps-transition, 200-mV swing source, and FEN waveforms are shown for - 160 °C, + 22 °C, and 
+100 °C operation. 

Figure 18 shows measured and simulated waveforms on 1.56-cm-long, 
4.8-(im-wide line on the fifth layer with R = 36.0 Q/cm. The simulated waveforms are 
shown both with (dotted trace) and without (dashed trace) taking frequency-dependent 
losses into account and with a 50-section distributed RC-circuit representation (dot- 
dashed trace). The delay is under-predicted by 54 % with the RC-circuit. The 
frequency-indepent model is within 25 % of measurement while the frequency-dependent 
model improves agreement to within 11 % compared to measurement These results 
highlight the need for using distributed RLC models for the accurate prediction of per- 
formance for long on-chip wiring. The modelling and simulation technique used 
throughout is explained in great detail in Ref. 17. 
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Figure 18. Measured (solid curves) and simulated waveforms using frequency-independent (R and L pa- 
rameters (dashed curves), frequency-dependent R(f) and L(f) (dotted curves), and 50-section distributed 
RC-circuit representation, for 1.56-cm-Iong, 4.8-um-wide line on the fifth layer, with parallel ground ref- 
erence bus on the same layer. Input is monitored at sending oscilloscope channel; output measured at far 
end of the line and terminated with SO fl. 

IX. CONCLUSIONS 

A large range of packaging interconnections were reviewed and the different type of 
characterization techniques were highlighted.  The experimental analysis was shown es- 
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sential in all these complex configurations which are too difficult to model or have 
processing-induced effects too hard to predict. New approaches that rely on simple 
structures and instrumentation need to be pursued to complement, verify or substitute for 
the shortcomings of modelling and simulation tools. 
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ABSTRACT 

The author speculates on the future uses of electromagnetic field, simulation tools for 
MMIC designer in the next decade. First, a brief overview is given as to the current types of 
the most common classes of numerical, field algorithms, and their typical uses. Arguments are 
then made that simulation problem size will increase by a factor of 100 to 1000 from present 
day. This will allow field simulation tools to be used in circuit and system level design, and 
optimization loops. Finally, the features of future software programs are discussed. 

INTRODUCTION 

Electromagnetic field simulation codes have become a commonplace tool for rf and 
microwave designers. These tools have been commercially available for only a short time, 
about ten years, yet have become a relatively commonplace fixture in the computer aided design 
(CAD) suite of the engineer. Undoubtedly, these tools will continue to be important in the next 
decade. Indeed, they will be a vital component of future, high-speed design, CAD software. 
However, it is also probable that their usage will change somewhat, as the power of 
computers, software, and numerical algorithms increase. 

The purpose of this paper is to give the author's opinions on the future usage of field 
simulation tools. In particular, I will speculate on the effective power of these tools, on then- 
usage by the practicing engineer, and on needed areas of improvement if their potential is to be 
reached. At the outset, the word speculative is emphasized. 

The paper is broken up into a number of sections. First, I discuss the present role of 
field simulation tools in microwave, monolithic, integrated circuit (MMIC) CAD design. As 
part of the discussion, a basic taxonomy of the types of field simulation tools available is 
given. An understanding of this is important, as a number of the speed estimations discussed 
later in the paper depend on the specifics of the methods being used. The second section of the 
paper estimates the size of simulations possible based on Moore's law, and projections of 
simulation times. A discussion of the impact of parallelization on field simulation algorithms is 
given. I also raise the possibility of new mathematical algorithms to speed up the computation 
times of large simulations. The section concludes with the prediction of simulation tools will be 
increased in power by 100 to 1000 times in the next decade. In the third section of the paper, I 
speculate as to how field simulation tools will be used in the future; in particular, what uses are 
expected to continue to be used, and what applications will change. Examples of field based 
optimization, system level parasitic calculations, and automatic model generation will be 
examined. Nonlinear, time based applications will also be seen. The fourth and final section of 
the paper will briefly speculate on the field program of the future. References are given to 
appropriate literature, although they are meant to be a starting point, not exhaustive. 
Directions for the Next Generation of MMIC Devices and Systems 
Edited by N. K. Das and H. L. Bertoni, Plenum Press, New York, 1997 381 



FIELD SIMULATION METHODS AND PRESENT DAY APPLICATIONS 

First, a tentative definition of a field simulation tool needs to be given. In particular, it is 
important to understand the difference between field simulation software, and circuit simulation 
and system simulation software. Each of these three types of simulation tools has an important 
place in modern day CAD design. Each is different. Most design today is earned out at the 
circuit and system levels. The circuit simulation level works by solving standard circuit 
equations, in which circuit models of components are linked together by transmission line 
structures. System simulation solves a set of system equations, in which abstract models are 
interconnected by a set of transfer equations. System simulation has the advantage of being 
able to simulate more complex systems; it has the disadvantage of being more abstract and 
therefore possibly neglects important physical phenomena. For example, an "on-off' model of 
a gate will neglect all analog effects of the underlying transistors. Field simulators today are 
used as tools to aid in developing new models. They solve the underlying equations of 
electromagnetics, Maxwell's equations, using some form of numerical algorithm. The data 
generated from these simulators are then interpreted to predict the S parameters of the structure. 
From these S parameters, a model is developed. In the case of circuit simulators, a lumped or 
distributed circuit model is extracted, although this is not strictly necessary. In the case of a 
system simulator, an abstract response model is generated. 

A number of important details of this scenario need to be emphasized. The field 
simulation tool is typically not directly used for the design of the circuit. Rather, its purpose is 
to generate data for models of components in the circuit. (Of course exceptions to this statement 
undoubtedly exist; but, my experience is that they are the exception rather than the rule.) My 
belief is that this trend will continue in the future. Electromagnetic simulators will be used 
predominantly as analysis tools, rather than design tools. MMIC design will be earned out 
more at the system level a decade from now. This is essential as MMIC circuits and systems 
increase in complexity. The future of field solvers is to fit within this framework, and to be as 
unobtrusive as possible in doing so. 

The second point to emphasize is that field simulation tools allow the designer to generate 
data faster than by relying completely on experiments. Also, the designer can see how the 
performance of the system is changed when various parameters change, the values of which 
may be difficult or even impossible to carry out experimentally. However, the purpose of field 
simulation tools is not to avoid experiments. The purpose of field simulation tools is to gam 
insight to a system's performance quickly, and to reduce the number of experiments needed for 
the building of databases for models. 

The final point to be made is that intelligent use of field simulation software requires an 
experienced designer. Field simulation tools are based on solving Maxwell's equations 
numerically. As such, they have the important advantage that they can incorporate any 
electromagnetic effect, at least in principle. The word in principle must be emphasized in that 
the simulator will give results which can disagree with reality for two reasons. First, there is 
always numerical enor, and computer limitations in memory, and speed. Therefore, a feature 
in a system's performance might be missed. For example, the response of a high Q resonator 
may be incorrectly predicted if care is not taken. Second, it is always necessary to omit 
unimportant details in the geometry of the physical problem in order to get a reasonably sized 
numerical problem. Sometimes, the designer can neglect an important effect without realizing 
it. The exception to this case will be for field simulation tools that are incorporated into higher 
level simulators automatically. This will be discussed in more detail later. 

I now discuss the types of field simulation tools used today. This discussion is not 
intended to be exhaustive. Rather, only the generic types of methods are mentioned, in order 
to provide a framework for the next section's discussion of numerical methods. No commercial 
products are listed here. I do not discuss quasistatic tools, which are not as useful to MMIC 
designers; normally, they are interested in full-wave simulation methods, that is methods that 
solve the full set of Maxwell's equations in either time or frequency domain. The frequency 
domain methods can be broken down into planar type solvers, and full 3D type solvers. The 
time domain methods usually are 3D solvers. Please note that the classifications used in this 
paper are not universally accepted. Each of the basic categories is now discussed in more 
detail. For a more detailed discussion, see for example References 1 and 2. 
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Frequency Domain Methods 

Moment Methods: Moment methods are arguably the most popular type of method used 
today. They rely on solving an integral equation version of Maxwell's equations for unknown 
currents on conductors. Moment methods rely on the availability of a Green's function. 
Unfortunately, not all geometries have known Green's functions. Therefore, moment methods 
techniques are commonly limited to certain types of structures. Fortunately, Green's functions 
are known for planar structures; that is, structures where there are planar layers of dielectric 
and air, with infinitely thin ground planes and signal lines sandwiched between them. This is 
precisely the geometry that is of importance to the MMIC designer. When moment method 
techniques can be used, they compete favorably against other methods, as the simulator only 
solves for the unknown currents. In contrast, other methods solve for the fields all over the 3D 
space. 

Moment methods reduce the integral equation to a matrix equation by approximating the 
current as a sum of basis functions. The unknown amplitudes of the basis functions are then 
calculated. There are two computationally intensive steps in carrying out this process. The 
first is the filling of the matrix. If the unknown current is broken up into N unknowns, the 
filling of the matrix takes order NA2 time. The solution of this matrix using direct solve 
techniques takes NA3 time. Therefore, if the number of unknowns is doubled, the simulation 
time increases by a factor of 4 to 8. The break-even point between fill time and solve time on 
current computers is about 1500 unknowns. For larger problems, the solve time will 
dominate. Today's computers can solve problems on the order of a 1000 unknowns in about 
one hour per frequency point. This size problem would typically be a medium level 
simulation, for example a meander line, or a interdigitated filter. 

Moment methods will continue to be popular. They will be incorporated in circuit 
simulation programs for on the fly model generation and simulation. They are a good 
candidate for a field solving engine for circuit layout optimization routines. They will remain 
the leading method for planar antenna simulation. Their future use as standalone codes will 
depend on how many of their features are already incorporated in circuit simulation packages. 

Finite Element Methods: These methods have become popular in the electromagnetic field 
simulation community because of their ability to solve a much larger class of problems than 
moment method techniques. Instead of solving for the currents on conductors, the 
electromagnetic fields are solved all over space. The method breaks all spatial regions up into 
small tetrahedra, and approximates the electric field variation in each cell in a simple manner. 
Typically, a linear or quadratic variation is chosen. The unknown amplitudes of the fields in 
the cells are determined by solving the matrix equation which results after a variational principle 
is employed. The resulting matrix is much larger than the matrix resulting from the moment 
method technique. However, the matrix is sparse; that is, most of the elements are zero. The 
moment method matrix is dense; no elements are zero. The solution time for a sparse matrix of 
this type is order NA1.6, where N is the number of unknowns. Typically, finite elements are 
slower than moment methods, but work on a larger variety of problems. For example, finite 
element methods have been used with success in waveguide problems, novel stripline 
problems, 3D discontinuity problems, and problems where the thickness of lines cannot be 
neglected. T. 

Finite element methods will continue to be widely used. It is expected that they will be 
seen in nonlinear types of problems, where moment method type methods cannot be applied. 
A problem with a few thousand tetrahedra can be simulated on today's computers at about an 
hour a frequency point. Typical examples that could be examined are vias, airbridges, 
waveguide discontinuities, and package interconnects. 

Boundary Element Methods: Boundary element methods work by taking each 
homogeneous, spatial region in the problem and surrounding it by fictitious electric and 
magnetic currents. The fictitious currents are then related to each other by coupled integral 
equations, which are then solved. One way of looking at the method is that it attempts to 
generalize moment methods to arbitrary 3D structures. However, it must be remembered that 
one must solve for all fictitious magnetic and electric currents on all boundaries, not just the 
real currents on the conductors. Therefore, much more surface must be gridded than in the 
moment method. The solve time for the method is the same as for the moment method: order 
NA2 to fill the matrix, and order NA3 to solve it. Boundary element methods have not been as 
popular in the electromagnetics community as the first two mentioned methods.  In this 
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author's opinion, this is primarily for nontechnical reasons. They should be competitive with 
finite element methods on linear problems. 

Time Domain Methods 

Finite Difference Time Domain: Maxwell's equations in the time domain are solved by 
gridding up all of space at a given time, and marching forward in time. The method has the 
advantage that transitory behavior can be observed. It has the disadvantage that it is 
computationally extremely intensive. Typically, high end workstations or supercomputers are 
needed to solve interesting problems. Because of this drawback, and the fact that in the MM1C 
community, frequency domain design is emphasized, the method is not in as widespread use as 
the previously mentioned methods. The method shows promise for problems where nonlinear, 
transitory behavior is to be studied. Currently, most problems using field simulators have been 
linear. Future applications in nonlinear optics, and semiconductor device modeling, may 
provide an essential role for this method. 

Transmission Line Matrix (TLM) Method: Another type of finite difference, time 
domain method. The formulation differs from the FDTD method in that the nodes in space are 
connected by fictitious transmission lines, and generalized voltages and currents are examined. 
It can be shown that the resulting equations are equivalent to the FDTD equations to first order, 
after transformations between the fields and the voltages are currents are made. The method 
has the same general drawbacks and strengths as the FDTD method. 

Finally, I mention that the methods will start to merge together. It is well known how 
to incorporate the various methods into each other.3 Any fields problem can be broken up into 
various regions, and different methods applied within those regions. The regions are 
interconnected by fictitious currents at the boundaries. Future field simulation packages will 
allow the designer to break a problem into subproblems, and specify the method being used for 
each subproblem. For example, a boundary element method is chosen to look at the package, 
which is coupled to a moment method solution of the coupling of the lines in the circuit, which 
is coupled with a finite element solution of some localized regions of complicated 3D 
structures, maybe an airbridge to a via. Obviously, sophisticated graphical front end 
capabilities will have to be developed for the designer to efficiently implement these features. 

ESTIMATION OF FIELD SIMULATION SPEEDS 

Obviously, the use of field simulators will be driven by the size of the simulation 
possible This is determined by three major factors: the computer hardware being used; 
the software being used - for example, the operating system, and compiler; and the 
numerical algorithms being used. I now look at each of these three areas in detail. 

Inherent Computer Speed 

The power of computers has increased dramatically over time due to increased circuit 
size and density. We use a variant of Moore's law which states that the processing power 
of computers will increase by a factor of 2 every 18 months. (Moore stated the number of 
processing elements on a chip will increase by a factor of two every two years. We use 
the more useful criterion of processing power.) This results in an increase of computer 
power of 100 times in the next ten years. If we go back in time 10 years, 1986, and 
medium sized simulations of commercially based workstations typically involved about 
100 unknowns, requiring memory sizes of a few Mbytes. Today, medium level 
simulations are a few thousand unknowns requiring order 25 Mbytes. Therefore, we 
have seen an increase of several tens in power. It is probable that Moore s law will 
continue to be upheld for the next 10 years. . 

Please note the important point that simulation size does not increase linearly witft 
number of unknowns. The actual relationship depends on the specific algorithm employed 
to solve the matrix equation. The simulation time increases faster than the increase in 
number of unknowns. For example, moment method codes result in a dense matrix 
which is most typically solved in order N3 time, where N is the number of unknowns. 
Therefore we expect to see field simulations of about 10 times larger based on Moore s 
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law. Finite element and finite difference methods generate sparse matrices. Typically, the 
equations can be solved in about N1-6 time. Therefore, they will be able to look at 
problems about 20 times bigger in physical size. Remember that these methods typically 
grid a 3D region, as opposed to a 2D surface. The important point is to expect increase of 
problem size by about 10 times, at most in the next ten years, based on pure increase in 
computer performance, and using straightforward algorithms. 

Software Enhancements 

Compilers and operating systems will increase in their efficiency. The most obvious 
room for improvement in speed is in the area of parallelization. There is no doubt that 
multiple processors will be used on the same computer, or between networked computers. 
Significant speed enhancements will be made, but it is difficult to predict how much it will 
improve performance, as it is outside the author's area of expertise. 

Numerical, Field-Based Algorithms 

The third way to increase simulation speeds to improve the algorithms that are used 
in solving the problem. As mentioned before, moment method based codes solve a dense 
matrix equation in order N3 time; finite element and difference schemes in order N1-6 time, 
where N is the number of unknowns. Most commercial software available today uses 
standard, direct solve techniques, for example variants of Gaussian elimination for dense 
matrices. Fortunately, there are a number of new techniques that have been developed in 
the mathematics community, which are starting to be employed by developers of field 
simulation software. These techniques have the advantage of reducing the solve time to 
nearly order N. Memory usage is reduced accordingly. The discussion can be broken 
down into two groups: methods which rely on new mathematical techniques, and methods 
which take advantage of the physical characteristics underlying the problem being solved. 

The first category takes advantage of a number of new methods developed by 
mathematicians. A few of the more promising possibilities are listed. Wavelets4-5 are 
becoming popular for solving integral equation problems. A wavelet is a new type of 
special function that has a number of desirable features. Chief among these for the present 
discussion is their localized extent (compact support) and relative smoothness. This 
second characteristic implies that a number of their moments are zero, which in turn means 
they lead to a sparse representation of the matrix being examined. Test cases have shown 
the ability to transform a matrix into a sparse representation in a wavelet basis, which then 
can be solved in almost order N time. A problem that still needs to be solved effectively is 
that wavelets do not make full wave matrices as sparse as quasistatic ones.6 Therefore, 
their effectiveness can be reduced for electrically large simulations. A second promising 
development is in the recent generalization of the fast Fourier transform (FFT) to 
nonuniform grids. The FFT has been used with success to speed up the matrix fill portion 
of moment method problems,7 but has the disadvantage of requiring uniform gridding. 
The new developments promise to provide a way around this bottleneck.8 A third 
interesting technique has to do with predicting simulation results over a large range of 
frequencies based on relatively few simulations.9-10 The methods work by approximating 
the system response as a relatively low order polynomial. Sample results in the literature 
have been encouraging. In some cases, filter behavior over a resonance region has been 
well approximated with only a few frequency points. 

The second category of methods relies on taking advantage of the underlying 
physics of the problem. Specifically, it is well known that the interaction between 
elements decays as 1/R where R is the separation. For planar circuit problems, the decay 
goes approximately as 1/R2. This means that elements in the matrix representing far away 
interactions are small compared with closer elements. New methods take advantage of 
this fact when the matrix is solved. Essentially, a sparse matrix is created by successive 
approximations, which can then be solved quickly.11-12 A related development is the 
breaking of a problem up into subregions, each of which can be independently solved, 
owing to relatively weak interaction between the various regions. In all these methods, 
the direct solve of a dense matrix is replaced by an iterative solve of a sparse matrix. 
Problems will need to be overcome if these methods are to attain common usage. First, 
the numbering of the cells is critical. It is not obvious what the optimal numbering scheme 
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is for realistic problems. A poor numbering scheme can render the new techniques 
useless. Second, the integral equations used in electromagnetics are poorly conditioned. 
This is not the optimum situation for these methods. 

Based on the discussion above, it is my opinion that the solve time for field 
simulation will be reduced to close to order N. This will therefore allow simulation sizes 
to increase by 100 to 1000 in the next decade. 

THE FUTURE USES OF FIELD SIMULATION SOFTWARE 

It was mentioned earlier in this paper that field simulation tools for MMICs are 
primarily used today for generation of data, which in turn is used to develop a model for 
insertion into circuit and system simulation programs. This use of field simulation tools is 
expected to continue into the next decade. Undoubtedly the size and complexity of the 
simulations possible will allow more sophisticated, accurate models to be developed. It is 
my opinion that field simulation software will not be used as the primary design software 
in most cases. Rather, designers will work more and more at the system level. This will 
allow for more complicated circuits and systems to be built in an efficient manner. Circuit 
simulators will be used when a more accurate simulation of a part of a system is needed. 
Finally, the field simulator will be used as a last result to obtain accurate models. I base 
these predictions on the parallel development of CAD tools in the digital circuit 
community. The present level of chip complexity has been achieved by designing at a 
high, functional level description of the circuitry. Indeed, this trend is starting to be 
observed in the MMIC community. Various manufacturers are beginning to develop 
standard FET cells that can perform a number of system level functions, for example: 
power dividers, or isolators. The possible reduction in performance may well be offset 
with the ease and sophistication of design possible. 

I would now like to look at a number of new uses of field simulation software in 
the next decade. The list, of course, is speculative and driven by the author's interests and 
opinions. 

Automatic Model Generation 

As mentioned above, the predominant use of field simulators will be to generate 
data, from which models can be developed. The model can be a circuit model, or more 
abstract in form. In some cases, simply inserting the data into the simulator as a "black 
box" is adequate. Many of the types of models needed today in MMIC design are 
relatively standard. An important category is planar, discontinuity models, for example: 
microstrip bends, tees, and crosses. Many models already exist, and are standard 
components in circuit programs. Often existing models are not sufficiently accurate for a 
specific design. The reason for this is that the CAD developer is forced to supply models 
for large ranges of parameters. These models are typically lumped circuit approximations, 
which are taken from the literature. Field simulation software has the possibility of 
improving this situation dramatically. Essentially, field simulation software will be 
incorporated into circuit simulation software automatically. Most discontinuity 
simulations need only a few hundred unknowns. With the type of speed increases 
mentioned in the last section, it should be possible to generate the data for the 
discontinuity when needed, and still have a reasonably fast simulation. The circuit 
program will be intelligent enough to call the simulator, generate the model, and save it for 
future use if required. Since most designers only work with a limited set of process 
parameters, the circuit program would quickly "train" itself as it is used. The engineer 
will not be aware that field simulation tools are being used. The process will be 
completely transparent. 

Circuit and System Level Parasitic Calculations 

Circuits and systems will be more complicated in the next ten years. As was 
mentioned above, this will occur partially because of the designer's increased ability to 
work at the system CAD level, only going down to the circuit simulation and field 
simulation levels when absolutely necessary. The increased size and density of these 
future systems will make them susceptible to parasitic interactions between various parts 
of the circuit. The possibility of degradation in performance will be enhanced because of 
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the inherently high frequencies of operation of these circuits. System and circuit 
simulators of today do not include parasitic analysis in their models, unless the engineer 
specifically includes a model for a given interaction. For example, transmission lines in a 
MMIC could be coupled in some way, without the designer ever knowing. The problem 
with carrying a full field simulation out on a circuit is obvious; it is much too large a 
problem to be effective, especially when the effect looked for is often insignificant. 

The answer to this problem is to develop new algorithms specifically geared toward 
calculating parasitics. These types of algorithms are designed to be very fast, and give the 
designer an idea if parasitics are a problem. Speed will be accomplished by making the 
algorithms relatively inaccurate when compared to a full field simulation. Parasitic 
analysis does not require great accuracy; it is not a design tool. Rather, it is intended to be 
a quick estimate of order of magnitude effects. As such, these tools are very different in 
philosophy than traditional field simulation tools. The next decade will see the inclusion 
of parasitics checkers in system and circuit level software, which will automatically 
calculate parasitics accurately enough to show the designer if there is a problem. If there 
is, redesign and more accurate analysis need to be carried out on the trouble spots in the 
system. 

The algorithms will be of a variety of forms, the specifics of which will depend on 
the parasitic coupling being examined. Obvious candidates include coupling of 
transmission lines,13 which will be calculated by fast moment methods; coupling between 
specific small structures, for example between packaged circuit components, which can be 
modeled as dipole antennas; and between elements and the package, which can be 
modeled as some kind of abstract transfer function at the system level.14 

Field Simulations in Optimization Loops 

One of the more exiting possibilities is the use of field based simulators in 
optimization loops. The problem is, of course, that field simulators are slow; it is not 
realistic to expect an optimizer to call a field simulator several thousand times. An 
interesting way around this is to perform the optimization at the circuit or system level, 
and correct for the errors in the models being used at the circuit level by using a field 
simulator. In this manner, only a relatively few calls to the field simulator need be made. 
Notice that this approach requires a circuit or system level model. An interesting example 
of this approach is Bandler's space domain mapping method.15 

Automatic Layout and Layout Compaction Algorithms 

The physical layout of a circuit is carried out by hand at the present time; i.e., the 
engineer tells the computer where to put the various parts of the circuit. This process must 
become automated if circuit and system performance levels are to increase. Therefore, 
automated layout routines are necessary. Field simulation tools must be coupled into these 
routines somehow, if the layout is to keep the parasitics below a desired level. Another 
obvious step will be to include optimization of the layout so that circuit compaction can 
take place. 

Nonlinear, Transient Applications 

Another new area for full wave simulation methods will be in nonlinear phenomena. 
So far, field simulators developed assume linear, homogeneous materials are being used. 
Certain areas of applications are inherently nonlinear. Magnetic machinery applications 
are an obvious example - although quasistatic simulators are adequate. Integrated optics 
promises to be a new and existing area for field simulators. For example, researchers are 
starting to examine integrated laser structures, and nonlinear waveguides. Another 
interesting area starting to emerge is in field based device modeling. Traditionally, this 
area has relied on semiconductor equations being coupled with a quasistatic version of 
Maxwell's equations. More recently, inherently full wave structures have been proposed. 
I expect to see new field simulation development in these areas as the commercial markets 
mature. New techniques will be developed using time domain techniques, coupled with 
nonlinear-circuit models; possibly analogies to harmonic balance methods will also make 
sense. 
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THE SOFTWARE PROGRAM OF THE FUTURE 

The general trend in commercial products will be for increased ease of use, and 
increased power. Many field simulation tools will be included in circuit and system level 
software, in a transparent way to the engineer. When a problem must be solved by 
specifically using a field simulator, the designer will be able to break the problem up into 
sub-problems, and use the most appropriate method for each of the regions. This requires 
the various tools being used to have a standardized format for geometry and field 
descriptions. There will be increased pressures for new field simulation tools to interact 
smoothly with higher level software packages. 
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ABSTRACT 

Two approaches that are likely play significant roles in the future developments of RF, 
microwave and millimeter-wave CAD are: (i) modeling and optimization based on artificial 
neural network (ANN) computing, and (ii) use of knowledge-based techniques for 
development of initial design and also for design training/instruction activities. This article 
reviews these two areas as relevant to RF and higher frequency CAD. 

INTRODUCTION 

Computer-aided techniques for RF and microwave design have undergone revolutionary 
changes in the last decade. The significant advances in this area include: accurate modeling of 
passive components1 and active devices,2-3 electromagnetic simulation software,4 and non- 
linear analysis tools5 using harmonic balance and allied approaches. While these developments 
have brought microwave CAD to a level of maturity, we are on the threshold of a new era in 
the development of microwave design methodology and tools. The two key aspects of these 
forthcoming developments are: 
(i)     use of artificial neural network (ANN) computing6 for microwave design, and 
(ii)    development of knowledge-based approaches7 for initial steps in design process and for 

design instruction/training. 
This article discusses applications of these two approaches to the next generation of 

microwave CAD. There have been a few reported applications of ANN to microwave design 
in the last four years. These are reviewed in the next section, ANN Computing in Microwave 
Design, which includes a discussion of potential applications also. The third section, 
Knowledge-Based Design Tools, describes the need of a knowledge-based approach for the 
initial design stages in microwave CAD as well as for design instruction. The article ends with 
Concluding Remarks. 
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ANN COMPUTING IN MICROWAVE DESIGN 

Recently Reported Applications 

A few researchers have tried ANN computing for: (i) component modeling, (ii) circuit 
design, and (iii) optimization. Also, application of ANNs to real time circuit adjustment has 
been proposed. These research reports are summarized in this section. 

ANNs are neuroscience-inspired, massively parallel, distributed computer systems. It 
has been shown that multilayer ANNs are capable of approximating virtually any function to 
any desired accuracy.8 In addition, ANNs have the ability to learn from data and to generalize 
patterns in the data, giving these networks excellent predictive capabilities.9 The ANN learns 
relationships among sets of input/output data which are characteristic of the component under 
consideration. The most common method for training ANNs is the error back-propagation 
training algorithm.9 

In the past, ANNs have been used for many complex tasks. Applications have been 
reported in areas such as control,10 telecommunciations,11 biomedical,12 remote sensing,13 

pattern recognition,14 and manufacturing,15 just to name a few. However, ANNs have been 
used only to a very limited extent in the area of microwave design. 

Component Modeling Using ANNs. ANNs have been used for modeling selected 
passive and active microwave components. The developed models are then used like any other 
model in available CAD programs in order to develop the complete circuits. Applications to 
component modeling follow. 

Active Device Modeling: In Reference 16, an ANN has been used to model the 
input/output characteristics of a MOS transistor. Inputs to the network are the drain-to-source 
voltage, vdS, and the gate-to-source voltage, vgs. The drain current, Id, is the calculated output. 
The ANN is trained using data from a circuit simulator, covering all regions of device 
operation. Another example of active device modeling is given in Reference 17. In this case, 
an ANN is used to model the small-signal and noise parameters of a MESFET over a range of 
1 to 30 GHz. Inputs to the ANN include frequency and an additional frequency dependent bias 
for fast convergence. Outputs are the small-signal and noise parameters of the device at a 
particular DC bias. The developed model is valid only at a single bias point for the particular 
FET modeled. Modeling of heterojunction bipolar transistors (HBTs) by using ANNs has also 
been reported.18 In this work, ANNs are used in conjunction with simulated annealing to 
extract equivalent circuit parameters of the device from measured data. This model can then be 
used in available CAD programs. None of these reports take temperature effects into account. 
ANNs are capable of more general modeling combining electrical and thermal effects. 

Passive Component Modeling: Passive microwave components have also been 
successfully modeled using ANNs. In Reference 19, an ANN has been trained to predict the 
S-parameters of an X-band spiral inductor. Inputs to the network consist of physical 
dimensions and frequency, and outputs are the S-parameters corresponding to the inputs. 
Training data is produced by EM simulation of various structures. The developed model, 
however, is valid only from 7 to 11 GHz. This frequency range limits its use to linear 
simulations (as it may not be valid for harmonics). ANNs have also been used to construct a 
broadband model of GaAs microstrip grounding vias.20 Inputs to the network include 
geometrical dimensions of the vias and frequency. Outputs consist of S-parameters. EM 
simulation was used to provide the training data. The developed via model has been 
implemented in a commercial microwave simulator. It is shown to give the accuracy of the EM 
simulator used for training the ANN at a fraction of the simulation time. Since the developed 
model is valid from 5 to 55 GHz. It is useful for both linear and nonlinear designs where 
harmonic frequency components are generated. 

Microwave Circuit Design Using ANNs. The authors of Reference 21 have used 
ANNs to analyze a microstrip corporate feed for antenna design. The inputs to the ANN are 
the geometrical parameters for the feed structure. The network outputs are the magnitude and 
phase of current ratios formed by the currents of the various feed arms. EM simulation is used 
to obtain the training data. Once generated, the current ratios are used to calculate the array 
pattern. 

Another example of using ANNs for microwave circuit design is given in References 22 
and 23. Here, an ANN has been trained to represent a normalized impedance and admittance 
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Smith Chart. The trained ANN is then used to develop appropriate impedance matching and 
stabilizing networks. 

ANNs have also been proposed for waveguide filter alignment.24 Inputs to the network 
are the desired center frequency, bandwidth, and insertion loss. Outputs are the positions of a 
set of tuning screws which bring the filter response to within the prescribed specifications. 

Microwave Circuit or Component Optimization. The authors of References 25 
and 26 have used ANN models for microwave circuit optimization and statistical design. 
Trained ANN models represent either a nonlinear device, or an entire circuit. On the device 
level, and ANN is used to model a nonlinear MESFET, using simulated data from an existing 
physics-based model for training. The developed ANN model is then used in the optimization 
and yield analysis of large signal amplifiers. For given amplifier design specifications, it is 
shown that using the ANN model instead of the existing physics-based model results in a 
speed-up ratio of 6 (7.13 min.: 1.10 min.) for optimization. 

Optimization of high speed digital circuits has been presented in Reference 27. Here, an 
ANN model is used to simulate propagation delays in high speed VLSI interconnect networks. 
Tremendous speed-ups were obtained by using the developed ANN model in place of existing 
simulation techniques, such as Numerical Inversion of Laplace Transforms (34.43 hr. : 6.67 
min.) and Asymptotic Waveform Evaluation (9.56 hr.: 6.67 min.). 

Real Time Circuit Tuning/Adjustment. In Reference 18, an ANN has been 
developed for automatic impedance matching using a double-stub tuning network. The 
developed ANN model is used to control the adjustment of stub locations and lengths. The 
developed model can be used as a CAD tool for synthesizing stub-tuning networks or it can be 
developed into an in-circuit, real-time adjustable impedance matching network. Suggested 
implementation for hybrid circuits uses a moveable block of silicone rubber with a small 
conducting strip at its bottom to change the length of the tuning microstrip stubs. The output of 
the neural network is used to mechanically slide the block on the microstrip. For MMICs, the 
microstrip stub lengths can be adjusted by using the output of the neural network to turn on (or 
off) PIN diodes, switching in (or out) microstrip sections. This suggestion has not been 
implemented so far. 

Potential Application of ANNs in Microwave Design 

ANN computing is likely to have much more wide spread applications in microwave 
CAD. These potential areas correspond to what are the weak points in spectrum of microwave 
CAD developments today. Some of these are listed below. 

Modeling of Nonlinear Devices. Efficient and accurate models for nonlinear 
behavior of active microwave devices like HBTs, MESFETs, and HEMTs including thermal 
effects could be developed using the ANN modeling approach. This could be achieved by 
starting with the existing models and modifying these models by developing an ANN 
configuration to model the differences among the available approximate models and the results 
based on experimental characterization. This approach (called the hybrid AS model in 
Reference 6) has been used successfully earlier6 in development of EM-ANN models for 
microstrip vias and vertical interconnects6 and also for chamfered 90° bends in CPWs.29 

Modeling of CPW Components and Discontinuities. CAD tools for CPW 
circuits have not yet been developed adequately because of the lack of accurate and efficient 
models. Compared to microstrip circuit modeling, we have at least one additional parameter 
(gap width) that makes the conventional model fitting techniques more difficult. Also, the need 
to locate air-bridges near discontinuties calls for the effects of air-bridges to be accounted for in 
the model development process. The EM-ANN modeling approach appears to be well suited 
for this purpose.29 

Modeling of Multilayered Circuits. Design of multilayered microwave circuits 
required two new classes of components to be characterized and "modeled: (i) multilayered 
multiconductor transmission line components, and (ii) inter-layer interconnects using either 
vertical vias or electromagnetic coupling through apertures in the inter-layer ground planes. 
Lack of CAD models for these components is the current bottleneck in the design of multilayer 
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microwave and millimeter-wave circuits. Again, the EM-ANN modeling approach will help in 
providing a design solution. 

Design of Integrated Circuit-Antenna Modules. Design of integrated circuit- 
antenna modules (or active antennas30 as they are more popularly known as) is another 
emerging area that could benefit by the ANN modeling approach. Appropriate ANN models 
for microstrip patches and other printed radiating elements could be linked to currenüy available 
powerful microwave circuit simulators, thus allowing designers to handle active antenna design 
in a convenient manner. 

Design of Millimeter-Wave Circuits. CAD packages currently available for 
microwave circuit design become less accurate at millimeter-wave frequencies because of 
degradation in the accuracy of models used for various components. The ANN modeling 
approach could be used to overcome this difficulty. 

Circuit Optimization. Apart from modeling, ANN computing could play a key role 
in circuit (and component) optimization. Here the repeated analysis performed by linear/ 
nonlinear/electromagnetic simulator(s) can be replaced by an ANN configuration yielding the 
circuit performance as a function of various designable parameters (whose optimum values we 
are trying to choose). Efficiency resulting from such an optimization process needs to be 
investigated for different classes of microwave/mm-wave circuits. 

KNOWLEDGE-BASED DESIGN TOOLS 

In addition to computer-aided design (CAD) methodology, which is used currently for 
microwave and several other design demands, a methodology knows as knowledge-based 
design" (KAD) has been proposed.7 KAD may be defined as a system that enhances design by 
having computers make knowledge available to the designers. In order to appreciate the role of 
KAD in design, we need to discuss in detail the various steps involved in the design process. 

Anatomy of the Design Process 

Various steps in a typical design process31 are illustrated in Fig. 1. Problem 
identification phase is concerned with determining the need for a product. A problem is 
identified, resources allocated, and end-users are targeted. The next step is drawing up the 
product design specification (PDS), which describes the requirements and performance 
specifications of the product. Preliminary design decisions are made at the concept generation 
stage with satisfying a few key constraints as the goal. Several alternatives will normally be 
considered. Decisions taken at this stage determine the general configuration of the product, 
and thus have enormous implications for the remainder of the design process. Upwards 
arrows on the left-hand sides of the blocks in Fig. 1 denote feedback to earlier stages and 
reworking of the previous steps if needed. The analysis and evaluation of the conceptual 
design lead to concept refinement, for example by placing values on numerical attributes. The 
performance of the conceptual design is tested for its response to external inputs and its 
consistency with the design specifications. These steps lead to an initial design 

The step from initial design to the final detailed design involves modeling, computer- 
aided analysis and optimization. CAD tools available to us for microwave design today 
address primarily this step only. 

Role of Knowledge Aids 

The design process outlined above can be considered to consist of two segments. Initial 
steps starting from he product identification to the initial design may be termed as design-in- 
the-large" 32 The second segment that leads from an initial design to the detailed design has 
been called "design-in-the-small". It is for this second segment that most of the microwave 
CAD tools have been developed. . . . 

It is in the "design-in-the-large" segment that important, and expensive, design decisions 
are made Here a "knowledge-based system" is the most likely candidate technology that could 
help designers. Understanding this part of the design process is a prerequisite for developing 
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knowledge aids for design. An extensive discussion on these and related topics is available in 
a three-volume treatise on artificial intelligence in engineering design.33 

PROBLEM IDENTIFICATION 

SPECIFICATION GENERATION 

u CONCEPT GENERATION 

u ANALYSIS 

u EVALUATION 

u INITIAL DESIGN 

u DETAILED DESIGN 

Fig. 1. Various Steps in a Design Process. 

Knowledge Aids for Design 

Development of knowledge aids may be based on developing a task structure34 for the 
design process. A generic task oriented-methodology involves: (i) a description of the tasks, 
(ii) proposed methods for it, (iii) decomposition of the task into subtasks, (iv) methods 
available for various subtasks, (v) knowledge required for implementing various methods, and 
(vi) any control strategies for the methods. 

A method for accomplishing a generic design task is known as Propose-Critique-Modify 
(PCM)35 approach. This approach consists of the following: (i) a proposal of partial or 
complete design solutions, (ii) verification of proposed solutions, (iii) critiquing the proposal 
by identifying causes of failure, if any; and (iv) modification of proposals to satisfy design 
goals.. A flow chart for this approach is shown in Fig. 2. 

Applications to Microwave Design 

Use of knowledge-based approaches to the initial stages of microwave design is an area 
that needs to be explored. Currently we depend heavily upon the accumulated experience of 
senior designers for executing these design steps. Recognizing the significant contribution of 
these steps to the final design, efforts in developing technology aids for this purpose would be 
worthwhile. 

Knowledge-based systems developed for initial design of microwave circuits would also 
be very helpful for instruction or training of desing engineers. For example, a system that can 
present all the relevant options for (say) designs of digital phase-shifters at microwave 
frequencies, could educate the designer about the relative merits of various phase-shifter 
configurations as well as lead to a design for meeting a particular set of specifications. 

393 



CONCLUDING REMARKS 

Two approaches that could play significant roles in the future developmetn of microwave- 
mm-wave CAD have been discussed. Modeling based on ANN computing has been used in 
recent years for some microwave applications. Much wider applications of this approach for 
design of CPW circuits, multilayered designs, and integrated circuit-antenna modules are 
expected to emerge. Applications of knowledge-based methods for microwave/mm-wave 
design have not been explored so far. This approach could play a significant role in initial 
stages of design and also for training of design engineers. 
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GIVEN DESIGN GOAL 

PROPOSE SOLUTION 

No Proposal *- Exit with Failure 

VERIFY PROPOSAL 

Exit with Success 

CRITIQUE PROPOSAL  (To Identify Sources of Failure) 

No Useful Criticism —*- Exit with Failure 

MODIFY PROPOSAL 

Fig. 2. Propose-Critique-Modify (PCM) Approach for Task Design. 
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CAD Needs for Flip Chip Coplanar Waveguide 
Monolithic Microwave Integrated Circuit Technology 

C. P. Wen, Michael Cole, C. K. Pao, and R. F. Wang 

Hughes Aircraft Company 
P. O. Box 2999 
24120 Gamier Street 
Torrance, California 90509 

Rapid expansion of microwave systems in phased array radar and commercial 
applications in the emerging wireless communication system areas requires affordable, 
compact, lightweight, reliable, solid state, integrated microwave transmit/receive (T/R) 
modules. Traditional microwave modules fabricated using microstrip-based hybrid/ 
monolithic integrated circuitry are incompatible with low cost, high volume, robotics 
manufacturing techniques for multi-chip microwave modules, because of the fragile 
nature of current 4 mil-thick gallium arsenide monolithic microwave integrated circuits 
(MMICs). Backside processing, including wafer thinning and via-hole ground electrode 
access, are also significant yield limiting factors for MMIC manufacturing. Hughes has 
developed a novel, robust, flip-chip approach for microwave T/R modules using self- 
aligned, solder reflow, multichip assembly techniques. The rugged (25 mil thick), 
passivated MMIC chips with coplanar waveguide circuitry, silicon-like, on-chip multi- 
layer metal interconnects, with off-chip plated metal electrical/thermal paths offers major 
advantages over conventional MMICs (Table 1). Elimination of wafer thinning will be 
critical for processing and handling of large-diameter wafers. The use of plated metal 
thermal bumps directly on top of active circuit elements leads to 30% thermal property 
improvement over conventional GaAs MMICs. 

We have recently demonstrated the operation of various flip-chip MMICs, 
including a 4-watt, X-band power amplifier. However, we are severely limited by our 
ability to optimize the design of flip-chip MMICs. Lack of accurate active device and 
passive circuit element models and computer aided design tools is a major challenge in 
developing coplanar waveguide based MMIC designs. Models for transistors with 
thermal bumps, and circuit discontinuities such as bends, T-junctions, crosses do not exist 
in widely used design tools. Neither is the effect of metal thickness and dielectric 
thickness on circuit element impedance readily available. There is no commercial CAD 
circuit optimization software to link circuit layout to RF performance simulation. 

Uncertainty of CPW circuit element models generated by using EM simulation 
tools remains to be a major issue. Four different EM simulation tools give four different 
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models (Fig. 1) for a simple CPW T-junction. The corresponding computation time varies 
from 14 minutes to 7 hours. 

We are taking an empirical approach to address the flip-chip MMIC/assembly 
modeling issues. Discrete circuit elements, including transistors, transmission line 
segments, spiral inductors, capacitors, bends, T-junctions, and crosses of various line 
width to gap ratios, are fabricated and measured. These basic building blocks, stored in 
our cell library, are used for MMIC circuit design. The next goal is to establish analytic 
expressions for interpolation between measured samples. 

In our presentation, we will describe the status of our flip chip MMIC technology 
and a summary of our assessment of the commercially available flip-chip MMIC 
design/layout/ EM simulation tools. 

TABLE 1  ADVANTAGES OF DIELECTRIC COATED FLIP-CHIP MMICS 
Advantage of flio chiD 

MMIC module technology 
Conventional microstriD 

T/R module 
Mechanical strength Rugged, thick (625 mm) 

chips, compatible with 
proven robotics 

manufacturing methods, 
critical for processing 
large diameter wafers. 

Fragile, thin (100 mm) 
chips, difficult for both chip 

handling and wafer 
processing. 

Reliability improvement Dielectric coated circuitry, 
silicon-like, multilayer 
metal interconnects, no 

air bridge, no via hole, no 
back side process. 

Exposed metal, un- 
supported air-bridges, via 
hole ground interconnect, 

and multiple wire bonds are 
potential reliability 

problems. 
Thermal DroDertv 

improvement 
Improved power handling 

capability with plated 
metal thermal bumps on 

active circuit elements. 

Fragile, thin chips required 
to reduce thermal 

resistance. 

T/R module nroducibilitv 
imDrovement 

Precision, self-aligned, 
single step, solder reflow 

multi-chip module 
assembly. 

Labor intensive sequential 
multi-chip, multi-wire-bond 

module assembly. 

EM Tool LI (pH) L2 (pH) L3 (pH) C(pH) Computing 
Time (hr.) 

Tool A 74 74 13 141 NA 
ToolB 28 28 29 133 0.7 
ToolC 16 16 16 210 7 
ToolD 36 36 42 135 0.25 

Fig. 1 Four EM simulation tools five four different models for the same CPW T-junction 
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COMPUTER AIDED DESIGN TOOLS FOR MICROSTRIP CIRCUITRIES - AN APPLICATION 
TO MICROSTRIP PATCH ANTENNAS OF CIRCULAR GEOMETRY 

Hoton How1 and Carmine Vittoria2 

1 ElectroMagnetic Applications, Inc. 
Boston, MA 02109 

2 ECE Department, Northeastern University 
Boston, MA 02115 

INTRODUCTION 

In the past we have considered the radiation problem of a circular microstrip patch antenna using the 
Green's function approach.1,2 The traditional Green's functions were modified to include dielectric and 
conductor losses. That is, we have used the complex dielectric constant for the dielectric substrate material, 
and have considered the finite conductivity for the metal patch and the ground plane. Conductor loss is 
added to the Green's function by introducing finite surface impedance to the metal patch and Wheeler's 
incremental impedance to the ground plane.1,2 As such, surface-pole singularities are pushed off the real 
axis and the Sommerfeld-type integrals can be processed as proper integrals. We have also shown that up 
to second order in skin depth, the induced current on the metal patch can be expressed in terms of 
irrotational currents which can be derived from current potentials.2 The use of current potentials can not 
only reserve the symmetry of the antenna geometry, but also it simplifies the resultant Galerkin elements 
to involve only the one-fold Sommerfeld-type integrals. This can largely simplify numerical calculation, 
and many important engineering data on antenna performance can now be readily calculated. 

To accurately evaluate Sommerfeld-type integrals we have encountered three kinds of difficulties. The 
first difficulty is associated with the quasi-resonant modes of the cavity which appear as zeros in the 
denominators of the integrands. Since these modes also appear as zeros of the same order in the numerators 
of the integrands, this kind of difficulty does not physically cause problem. However, in order to avoid 
large truncation errors, Taylor expansion of the integrands near these quasi-singular points needs to be 
applied. The second difficulty arises from the surface modes which are identified as simple poles near the 
real axis of integration. In the vicinity of these quasi-singularities the integrands cancel sharply in narrow 
regions such that the conventional fixed-stepsize integration routines fail to provide a specified accuracy 
in general. Instead, we have used variable stepsize algorithm which provides adaptive control over 
integration. The last difficulty is due to oscillation of Bessel functions at infinity. Since the oscillation 
period is not strictly 2it, numerical integration involving Bessel function at infinity is by no means trivial. 
We have circumvented this difficulty by invoking asymptotical expansion of Bessel function for large 
arguments. The resultant series expansions are then analytically evaluated using either the sine and cosine 
integrals and their derivatives, or the error functions and their derivatives. As such, to be equipped by the 
aforementioned three numerical techniques, we have calculated Sommerfeld-type integrals up to six 
significant digits. 

In this paper we consider the coupling between multiple circular patch antennas deposited on the same 
piece of dielectric substrate. The formulation considers M circular patches to be fed by N feeder lines. The 
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patches can possess different size and the feeders can be either coax lines or microstrips. The coupling 
effect is retained in the Green's function which clearly indicates the nature of the coupling. That is, the 
coupling is through exchange of surface waves between microstrip patches, and the coupling strength 
diminishes in a rate proportional to the inverse of the square root of the distance separating the patch 
antennas. Calculations have been applied to two cases consisting of either an isolated antenna or two 
identical closely coupled antennas. Our calculations compared very well with experiments. The effects on 
dielectric thickness, feeding postion of the feeder lines, separation distance of the patches, and radiation 
patterns will be published elsewhere.3,4 

FORMULATION 

We consider the metal patches to be deposited on top of a dielectric substrate whose thickness is d and 
dielectric constant er The lateral dimension of the microstrip structure is assumed to be infinitely wide so 
that the previously derived Green's functions can be used.1,2 We consider the antenna to be constructed 
from lossy materials such that the metal patches and the ground plane possess the same value of finite 
conductivity, o, and the loss tangent of the substrate is denoted as tanö. We assume copper is used as the 
metal part of the microstrip, whose thickness is negligible. 

As derived previously,1'2 the electric field at position (p_, z) produced by a unit current source located 
at position (pj, d) is termed as the dyadic Green's function G_(k; z). Therefore, for a given current 
distribution iXg) on the metal patches above the dielectric substrate, the resultant electric field is 

Etez) = -^-ffd2kd2
ü'exp[ik-(ü - ü)]m- Z)1(SL), (1) 

O 

where k0 = co(e0u0)"
2, Z0 = (u„/e0)"

2, and £(k; z) is given by 

G(k; z) = [G0(k) I - G2(k) k k] sinß.z/sinß.d + i G,(k) ez k cosß,z/cosß,d. (2) 

Here 
G0 = k0

2De', 

G,= = ß D„,', 

G2 = (ß + ß tanß,d)De'Dr P 

Dm = (eß- ¥ ß^anß.d)-1, 

De = (P + P,cothp,d)-', 

De" = De -(1 i)ös(l - cothßd)/(l + cothßd), 

D„; = D„ -(1 -i)8s(l -tanhßd)/(l + tanhßd), 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

and ß and ß, are given by 
ß=(k2-k0y\   . (io) 
ß,=(k2-6k0)l/2. (11) 

We denote ös as the rf penetration depth of the ground plane given by 

ös = (2/o)Moo)"2 (12) 

and the surface impedance of the metal patches is 

(1 - 0 ^ = J_l!(*6)Z. (13) 
2a 2       ° '    " 

Note that in Eqs.(6) and (11) we have used the complex dielectric constant 6 given by 

e = er (1 + itanö), (14) 

which characterizes the loss property of the dielectric substrate. The finite conductivity of the metal patches 
gives rise to finite surface impedance Zs in Eq.(12) and finite conductivity of the ground plane results in 
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shifting of the TM surface-wave poles in the integrand of Eq.(l) shown in Eqs.(8) and (9).1,2 

Let M circular patches be located at position rM with radius RM, 1 s u <; M. We assume these metal 
patches are well separated in space on top of the substrate such that they do not overlap each other. Up to 
second order in ös we omit the solenoidal current and express the patch current in terms of irrotational 
current specified by the basis of {i„JM) (p_): u = 1, —, M} :2 

M 

m - £ D <w^>> (15) 
fi-1   mn 

where aM„„'s are the unknown coefficients subject to determination. In Eq.(15) j^ (p.) denotes the 
irrotational multipole current local to the u-th patch given by the following equation 

L.00 (ß) = W Zw [Jra(ßMmnP) exp(im<t>)], 
= 0,  ifp>RM. (16) 

where V,(|1> denotes the two dimensional gradient operator operating on position (p, <f>) whose coordinate 
origin is located at the center of the u-th metal patch. In Eq.(I6) ßMlral is given by 

Jm'(PMm,RM) = 0, (17) 

where Jra(x) and J„,'(x) denote the Bessel function of the first kind of order m and its derivative with respect 
to x, respectively. Note that the current basis of Eq.(18) has been normalized such that 

/^äC'OD^CC) = V0-'0»"    I*KV'*M. (18) 

This determines the normalization constants cMmn's as 

For the above employed current basis, m denotes the angular mode and n the radial mode. 

Under external driving condition one obtains 

Es-Zsjs = Ee, (20) 

where £. is the electric field generated by the excitation current j.(g. Z), and Z„ L. denotes the conduction 
current due to the finite conductivity of the metal patches. E, is given by Eq.(l) which involves four-fold 
integration in k and £.'. The Galerkin's method further requires both sides of Eq.(20) to be multiplied by 
imn<M>(o_) followed by integration over g. and z. Integration over z can be conveniently carried out, since it 
involves Ö -function distribution of surface current on microstrip patches. There still remains six-fold 
integration. However, five-fold integration can be analytically carried out if one expands the patch current 
j, in terms of the multipole currents, Eq.(15), and utilizes Eqs.(18) and (19) and the following identities: 

2JI 

fdQet*e**»-~2nimJm{kp)e'm*, (21) 
o 

R" IcR 
fpdpJm(kp)JJ^lm,np) = ö^,    2    "    ^SV^VLW,), (22) 

/M--KJ 

In Eq.(23) we have used the following notations: 

£, =(p,cos<J),) pjsincp,), £2 = (p2cos(t>2, p2sincp2), 

and £. = £.,-£.2 = (pcos<{), psin(J>). (24) 

The resultant Gelerkin elements only involve one-fold integration over k whose functional dependence is 
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given in Eq.(26) below. 
The Galerkin equation is therefore written in the following matrix equation 

Y,   [V«"'»»'] Kvn']  = lb^J' (25) 

and the kernel matrix, [B^^,^], is given as 

■fkdkJm_JkRJ 
*2^ 

[G0(*,rf) - PG.ikMJ'jkRyjkR^ 
(26) 

(1 - *2/p^J(i - A2/p^v) 

where RM(1, and <J)MM, define the relative position of patch u to patch u1 given by 

EMM. = EM - RM = (RMM. cos<J)M(,,, R^, sincpMtl.)- (27) 

For an isolated circular patch the partial waves associated with different angular modes, m # m', do not 
couple to each other due to the symmetry of the assumed patch geometry, as it can be checked from Eq.(26) 
by setting u = u1 = 1. For multiple patches, this circular symmetry is broken, and all of the partial waves 
admix together as shown in Eq.(26) for u * u'. We note also that the coupling between patches and 
between angular modes are through the term Jm.m,(kR(l|,,) in the kernel matrix [B,,,,,^.,,,,,], Eq.(26). For large 
patch separation, kRMH,» 1 and kRM|1.» | m - m' |, Jni-m'O^R,,^) approaches zero in a rate proportional to 
the inverse of the square root of RM)1.. This implies that the coupling between microstrip patches is long 
range in nature. The is indeed true if one recognizes the fact that the interaction is actually taking place 
through the exchange of surface waves.2 

The inhomogeneous term in Eq.(25) represents the source excitation. We assume the M patches are 
excited through N feeders utilizing either coax lines or microstrips. Under the i-th port excitation, 1 £ i < 
N, we have 

C = [dzfd^i^y-E^z) - ]dzjd^E^y,z)'-i^z), (28) 
0 0 

where Ej0 denotes the electric field generated by excitation current je(l), and E^,00 is the field generated 
by im

(M>, which can be derived by using Eq.(l) with ^ being replaced by iJ^. In deriving Eq.(28) we have 
used the reciprocity theorem.5 We consider the i-th port to be located at .fie0' = (p^'cosij),,0', pe

wsin<pe
(,)) 

which creates the following excitation current at the junction of the feeder to the microstrip patch: 

ie(ö(p_, z) = ez 8(p - pe
(i)) 8(<j> - <j>e

(i)) 8(z - d)/p, if coax line excited, (29) 

and L('\ß-, Z)=£P $(p - PeW) S(<j>) 8 (z-d)/p, if microstrip excited. (30) 

In Eq.(29) we have modeled the coax line to possess an inner filament of zero diameter ending in a point 
charge at the junction with the patch. For microstrip line the feeder is located at the edge of the patch with 
uniform current distribution in an angular width of 2(J)0

W. That is, the angular function S(<|>) in Eq.(30) is 

S(4.) = i/(2ct)0«),if|(t.-4.e
(i)|<(t)0

(i), 
= 0, otherwise. (31) 

We note here that both the excitation currents of Eqs.(29) and (30) are of unit magnitude: 

[d2s\i^(ü,d)\ = 1, ^ 
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where Si denotes the cross-sectional area of the port at the junction with the patch. 
After substituting Eqs.(29), (30), and (31) into Eq.(28), we obtain 

Ko mV 0     Pi 

where F.Cg,0) is given as 

(33) 

W}) = exp(im'^)Jm^>l'm'"'Pe\    if coax excited, (34) 

i a)  sin/»'<Jr .   . 
Fjiß.) = exp(//«'<{>y) ,     if microstrip excited. (->5) 

In Eq.(29) we have used the notation {i e u'}, which denotes that the patch \i' contains the junction 
imposed by the i-th port feeder. 

Interport impedance can be calculated from6 

Zf = [dzfd2p^(e)'-&^z)/[[d2s liV(SL,d)\][[d2s ^(SL,d)\], (36) 
0 E, £, 

where j(i) (p.) is the induced patch current through excitation of the i-th port, and Ee 
(0 «>, z> is the 

generated electric field associated with excitation of the j-th port. By using the reciprocity theorem 
5 together with Eqs. (25), (28), and (32), eq. (36) can be written as 

From Eq.(37) we note that Z^ = Zj,, since [BM|rtnlrtw] is a symmetric matrix, as it can be explicitly checked 
from Eq.(26). Let the source voltage at these N-port feeders be expressed by a column vector [VJNXI . The 
input currents are therefore 

and the input impedance at the i-th port is 

Z^Vj/Ii, 1 ä i <: N. (39) 

We have ignored the feeder self-impedance in Eq.(37). If self-impedance is not negligible, one needs to 
add to Eq.(37) a diagonalized matrix [ZL]NXN where 

(ZL)«-*«
2

! (40) 

and Z; denotes the self-impedance of the i-th port.7 

RESULTS 

There exist three kinds of difficulties in performing numerical integration for the matrix elements of 
[5ffwJ: Eq.(26), and [^„„], Eq.(33), known as Sommerfeld-type integrals.8 The first difficulty is 
associated with the quasi-resonant modes of the metal disks occurring at k = ß^. However, since these 
singularities always appear in the following form 
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vLw»)? (41) 

(1 - kVß^Hl - P/ß^,) 

they also occur as zeros to the numerator of Eq.(41). Eq.(41) remains finite even when u = u', m = m', and 
n = n'. Therefore, these singularities do not physically cause problem. However, they cannot be accessed 
directly. In order to avoid large truncation error, Eq.(41) needs to be evaluated using its Taylor expansion 
in the vicinity of these quasi-resonant points. 

The second difficulty arises from the simple poles in the Green's function of Eq.(2), identified as 
surface TM and TE waves described by Dm and De in Eqs.(6) and (7), respectively.7 However, by taking 
into account of dielectric and conductor imperfections, Eqs.(6) and (7) have been modified into Eqs.(8) 
and (9) with the corresponding surface poles being pushed off from the real axis toward the lower half 
plane (of the k-variable). As such, the sense of integration along real axis is proper. However, due to sharp 
cancellation of the integrands near these quasi-singular points, accurate numerical integration is not so 
easy. We have employed the fifth order Runge-Kutta method to evaluate these Sommerfeld-type integrals 
near surface-pole singularities. This adopted method allows for adaptive adjustment of its integration steps 
such that the local error can be monitored and the global error is well controlled.9 Accuracy in one part per 
million has thus been achieved for the Sommerfeld-type integrals in the interval from k0 to e,k0 to which 
the surface poles will occur. 

The third difficulty is associated with the improper integral of Bessel functions at infinity. Due to mild 
oscillation of Bessel functions at infinity, integrals can hardly be evaluated accurately even when 
extrapolation scheme is employed. We have circumvented this difficulty by exploiting asymptotic 
expansion of Bessel function at infinity. For large arguments, x » m, and x » 1, Bessel functions can 
be expanded as10 

/.M 
2 
nx 

( -Üf+^V (-1)       r(m+2£+l/2)     . 
°°S{X~ 2  + H'fa    2*   (2k)\T(m-2k+mY 

■ ,     ">T:      //nf>  (-1)*        T(m+2k + 3/2) 
- Sm(X —+7l/4)£ ä^(2* + l)IIXW-2*-l/2)- 

(42) 

where Ts denote gamma functions. As such, integration of Bessel functions at infinity depicted in Eqs.(26) 
and (33) can be converted into the following form 

"f APsHax + P) rfr, (43) 
J xp 

cutoff 

where p can be an integer, when u = u', or a half-integer, when u * u'. Eq.(43) can be explicitly calculated 
by using sine and cosine integrals and their derivatives for integer values of p, or using error functions and 
their derivatives for half-integer values of p. We have verified that by keeping 8 terms in Eq.(42) the 
associated improper Bessel integrals can be evaluated up to 12 significant digits for a moderate choice of 
the cutoff value used in Eq.(43). 

The remaining task is to expand the surface-wave kernels, G0, G,, G2, at infinity in terms of powers 
in 1/k. That is, we choose cutoff such that exp(-2kd) can be ignored for k > cutoff. The surface-wave 
kernels, described by Eqs.(3) to (5), can be then derived whose explicit forms can be found elsewhere.34 

We note here that although it is most tedious to perform integration around infinity for Bessel functions, 
the most time-consuming procedure occurs to the computation associated with surface-wave pole 
contributions. Sommerfeld-type integrals, Eqs.(26) and (33), have thus been calculated up to six significant 
digits. 

In the following calculations we have considered the Galerkin method to consist of the following 
matrix elements in Eqs.(25), (26), (33): u = 1, m = ±1,1 < n <, 20, for a single isolated patch, and 1 < u 
<; 2, -9 <; m <; 9,1 <; n s 20, for coupled two patches. The size of the kernel matrix [B^ WJ is, therefore, 
40x40 and.760x760 for a single patch and for two coupled patches, respectively. By ignoring the other 
multipole terms the resultant truncation error has been verified to be within a few parts in one thousand 
in the frequency range near the fundamental mode excitation. In this paper we have considered two 
calculations. The first calculation applied to the case previously reported in Ref. 11 consisting of a single 
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antenna possessing the following parameters: R, = 6.75 cm, d = 0.1588 cm, er = 2.62, and tanö = 0.001. 
The antenna is fed by a microstrip line with a half-suspension angle 6, = 0.03254 rad, which results in 50 
Q line in the present geometry. The resonance frequency is defined as the frequency at which the input 
impedance loci intersects with the real axis. The calculated resonance frequency of the fundamental mode 
is 0.7936 GHz, which compares exactly to the measured value of 0.794 GHz. This is contrasted to the 
cavity model which predicts a resonant frequency of 0.805 GHz." We therefore conclude that at resonance 
surface waves and fringing fields have effectively increased the radius of the metal patch by a fraction of 
1.37%. The calculated input impedance of the antenna is shown in Fig.l. It is seen in Fig.l that the 
calculated impedance loci in Smith chart compare very well with the measured values which are shown as 
small circles cited from Ref. 11. It is also seen in Fig. 1 that slightly larger discrepancy occur near the two 
ends of the impedance loci, indicating that multipoles of higher orders need to be considered when 
frequency drifts away from resonance. The effects on dielectric thickness and on the feeder line position, 
and the resultant radiation patterns have also been calculated, which will be published elsewhere.3 

Figure 1 Calculated and measured input impedance loci of a single isolated 
patch antenna reported in Ref. 11. 

The second calculation applies to two identical circular patche antennas of radius R, = R2 = 1 cm, 
either touching each other, R,2 = 2 cm, or separated by large distance, R,2 = 5 cm. These microstrip 
patches are fed by microstrip lines arranged parallel to each other, but orthogonal to the line joining the 
centers of the patches. The dielectric substrate considered is duroid material with dielectric constant er = 
2.2, loss tangent tanö = 0.001, and thickness d = 0.01 cm (RT/duroid 5880, Rogers Co., Chandler, AZ, 
USA). The microstrip feeders are of width 0.0312 cm such that their characteristic impedance is 50 Q. We 
consider the two circular microstrip patches to be excited near their respective fundamental modes. The 
excitation of the patches is assumed to be totally symmetric and die input voltages at the two feeder ports 
are therefore of equal phase and magnitude: V, = Vj, Eq.(38). Fig.2 shows the calculated input impedance 
loci in Smith chart for the coupled case, R,2 = 2 cm, and the uncoupled case, R,2 = 5 cm. We see from Fig.2 
that not only the impedance values of the two patches, Zjl) = Zm

(2\ Eq.(39), have been changed as a result 
of patch coupling, but also their resonant frequencies have been changed. Calculations have been compared 
with experiments where the patch antennas were fabricated using RT/duroid 5880 material. Measurements 
are shown in Fig.2 as crosses and small circles for die closely coupled and uncoupled patches, respectively. 
The measured resonant frequencies were 5.514 and 5.561 GHz for the coupled and uncoupled case, which 
correspond almost exactly to their respective calculated values of 5.5137 and 5.5642 GHz, see Fig.2. The 
calculated impedance loci also comply very well with measurements, except when frequencies are drifted 
away from the resonant points where it seems that more multipole terms should be included in the 
calculation for the Galerkin elements, Eqs.(26) and (33). We have also calculated the resonant frequencies 
and input impedances, as well as their compound radiation patterns, for intermediate R12 values. These 
calculations, togedier with measurements, will be published elsewhere.4 
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O: Uncoupled case (R = 5 cm)   x: Coupled case (R = 2 cm) 

Figure 2 Calculated and measured input impedance loci of two coupled 
patch antennas with the following parameters: R, = R2 = 1 cm, R12 = 2 cm 
and R|2 = 5 cm. 
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ABSTRACT 

Matching network synthesis continues to be of importance in microwave 
amplifier design. Such networks are required between consecutive transistor 
stages typically to manage the transfer of power between the stages, to compensate 
for imperfections of the devices as manifested by gain roll-off and complex terminating 
impedances, and to minimize noise figure. It is often necessary to obtain the best 
compromise between potentially conflicting requirements. Synthesis techniques have 
evolved from the classical analytic gain-bandwidth theory to the more practical 
numerically-based real-frequency method, and to algorithms which allow the 
specification of arbitrary circuit structures. As of yet, there have been no means of 
identifying the best circuit structure (or even the best algorithm) for a given set of 
requirements, and some of the newer techniques systematically evaluate all topologies 
of a given degree. 

A closely related synthesis problem occurs in certain types of MMIC active filter 
design. In this case, a passive MMIC one-port, comprised generally of lossy elements, 
is designed to compensate for the imperfections of both the active and passive elements 
throughout the circuit to yield a desired filter response over a finite bandwidth. Two- 
port matching network design techniques can be adapted to serve here, but again we lack 
a unified theory to identify the best circuit structures and design approaches. 

APPLICATIONS 

Matching Networks 

Matching networks are employed in microwave amplifiers to manage the transfer of 
power between successive stages, between the source and the input stage, and between 
the output stage and the load. Such matching networks, or equalizers, as they are often 
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called, attempt to provide maximum transfer of power through the amplifier, subject to 
the potentially conflicting constraints of amplitude equalization and noise-figure 
minimization. The most effective equalizer design methods employ a numerical, 
computer-based approach, not the least reason being that MMIC transistors themselves 
are described by tables of S-parameters. This being the case, the numerical broadband 
matching problem can conveniently be stated as follows: 

Given 

- n frequency points: fi, f2,..., f„ 

- n complex source impedances Zsi: 
(Rsl + jXsl),    (Rs2 + jXs2), ..., (Rsn + jXsn) 

- n complex load impedances ZLi: 
(RLI+JXL1), (RL2 + jXL2), ..., (RL„ + jXLn) 

- n transducer-gain function magnitudes: 
S21(l), S21(2), ..., S21(n) 

Design a Network that Provides 

S2i(i)   at  f;    with   source (Rsi + jXsi),    load (RLi + jXLi)       for i = 1,2 n. 

We will briefly review various matching design methods in the next section; however, 
the reader is referred to [1 ] for a more detailed overview of some of the earlier 
techniques. 

Compensation Networks 

A new synthesis application in MMIC circuit design arises from the development of 
active filter building blocks. In audio frequency active filter design, one can easily build 
negative impedance converters (NICs), gyrators, and frequency-dependent negative 
resistances (FDNRs) using op amps, resistors, and capacitors. At microwave frequencies, 
we endeavor to realize these same circuits using imperfect MMIC transistors, resistors, 
capacitors, and inductors. Note that in the microwave regime, unlike at low frequencies, 
inductors can be realized as integrated circuit elements. However, both the active and 
passive MMIC elements possess substantial parasitics that must be accounted for to 
achieve satisfactory circuit performance. 

The strategy for designing a microwave negative resistance [2 ] can be understood 
by referring to Fig. 1. In the ideal case, using an infinite-transconductance model for the 
transistors and terminating port 2 with a resistance.Ri, the input impedance Zin is seen to 
be negative and real. With real microwave components, this will certainly not be the 
case. To achieve a purely negative-real Zm under these conditions, we must terminate 
port 2 instead with a special impedance ZL whose specifications can be easily derived. In 
particular, the chain matrix T of a nonideal NIC possesses elements A, B, C, and D 
which are functions of the Laplace-transformed frequency variable s. From Fig. 1, for 
our nonideal NIC, Zm at port 1 will be bilinear in the port-2 terminating impedance ZL, 
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where ZL has replaced the resistance Ri originally employed in the ideal case. We can 
solve for that special ZL that will produce a Z-m = -Ru, at port 1, as shown at the bottom of 
Fig. 1. In [2], we discuss the physical realizability of ZLas well as a numerical method for 
synthesizing this impedance. Referring to Fig. 2, we briefly summarize the process. First, 
a lossless matching network is designed between the port-1 termination ZL* and an 
arbitrary resistive port-2 termination R so that IS21H over a prescribed passband. The 
input impedance to the network at port 1 will then be the desired ZL when port 2 is 
terminated in R. The next step is to invoke realistic models for the MMIC elements and 
optimize the overall circuit to still achieve ZL despite the component parasitics. Finally, 
the MMIC realization for ZL is inserted at port-2 of the NIC to produce a negative 
resistance at port-1 over a finite passband. 

J 

Rl >     Port 2 

S2 

D2 

Port 1   «- Zj 

Idea! case: A/D - -/   and  B = C - 0 

Zin   =   ~R1 R3/R2 

A 

C 

B 

D 

• Nonidea! case: A, B, C, D   real rational functions of s 

Replacing R/ with a general ZL 

Solve for ZL to yield Zjn   - -Rf/ 

AZL +   B 

CZL +   D 

DRin + B 

CRin + A 

Fig. 1: Negative Impedance Converter (NIC) (terminated in Ri at port 2) - ideal and 
nonideal cases 

Similar approaches have been employed to realize negative capacitance [3 ] and 
simulated inductance [4 ]. Further research might include (1) optimal topology selection 
and (2) numerical methods to directly realize the (lossy) compensating one-ports required 
in these circuits, rather than having to start with a lossless matching network design. 
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resistance circuit realized 
as NIC terminated in a 
compensating impedance 

Fig. 2: One - Port Synthesis and Negative Resistance from a Compensated NIC 

ALGORITHMS 

Matching network design for amplifiers and compensation network design for active 
filters both require synthesis algorithms which realize two-ports with a prescribed |S2i| 
between complex terminations. The evolution of this methodology has been discussed in 
detail in [1], however we shall outline the salient points here and discuss the newest 
approach in somewhat more detail. 

The earliest synthesis methods arose from the analytic gain-bandwidth theory of 
Fano and Youla [5,6], and implementations of expanded versions of this have been 
given by Mellor and Linvill [7 ]. In these approaches, it is necessary to construct an 
equivalent circuit for the source and load, and the overall circuit produces a Chebyshev 
equiripple response, which is optimal only when the gain-bandwidth constraints allow a 
0 dB |S2i| passband gain. A brilliant departure from conventional practice was first 
developed by Carlin [8 ] with his "real-frequency technique (RFT)" which allows a 
numerical description of the source and load, and realizes optimal networks, in the maxi- 
min sense, i.e. maximizing the minimum value of gain across the passband, even when a 
flat loss must be accepted because of gain-bandwidth constraints. However, many 
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questions have remained since the discovery of the RFT; for example: (1) since the 
network structure is a result of the design process in RFT and earlier methods, could 
there be other topologies that can yield better circuit responses, and (2) what algorithms 
should be employed to find these other solutions. 

The most fruitful area of research in matching network design -with clear 
application to one-port synthesis as well- has been the development of iterated analysis 
methods. In this technique, we select a network topology first, and then consider the 
transducer-gain function |S2i(calc.)| calculated from an initial set of component values 
and the desired values |S2i(req.)|. We form an error function as, for example, the sum of 
the squared-differences between |S2i(calc.)| and |S2i(req.)| over a number of discrete 
frequency points in the passband, and then attempt to minimize this function. Orchard 
[9 ] was the first to apply this idea to filter design, and the result was an elegant and 
simple algorithm that had the same or better accuracy as previous methods but with much 
greater computational speed. Orchard [10] then expanded his efforts to matching 
networks, but met with somewhat less success, because in filter design one could employ 
the characteristic function K(s), rather than H(s)=l/S2](s), and also because the classical 
Gauss-Newton Least Squares minimization employed sometimes yielded convergence to 
local minima. 

Our own efforts [11,12 ,13 ] in using iterated analysis for matching network design 
include using a direct-search method of minimization and a special error function, which 
has yielded excellent results. Dedieu [14] has developed a gradient-based iterated 
analysis method (Recursive Stochastic Equalization: RSE) which achieves excellent 
convergence through the use of a stochastic Gauss-Newton least-squares algorithm. 

Real-Freq 
Topology 

iirjr£3} 
Algorithm Component Values (fy F) 

S2i min 
(dB)- 

Real-Freq. (Yarman) 2 3?           1.15       3.15        1.148 0.11 -1.41 

RSE (Dedieu) 2.016 3.526      1.094    3.074     1.170 0.086 -1.25 

CiAO (Sussmon-Fort) 2.036 3.653      1.030    3.223     1.148 0.166 -1.25 

Simpler 
Topology 

-nnnn- 
T 
X 

Algorithm 

GRABIM (Cuthbert) 
and CiAO (Sussman-Fort) 

Component Values (H, F) 

0.8781   0.7207  2.3B6  2.329 

S?f min 

S21 (dB) 

-0.7 

-1.3 I'll fES**! I I I I I .1 I i I I I I r-TgT^T! i I I I I II I   u 

0 0.167       0.333 0.5 0.667       0.833 1.0   ™"«"= 

Fig. 3: Matching Network Design Example - Comparison of Real Frequency, RSE and 
CiAO Techniques 
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Cuthbert's [15 ] approach (GRAB1M) to iterated analysis is to perform a global minimax 
search over several network topologies first, and then to apply a deterministic Gauss- 
Newton optimizer to achieve final convergence. In many examples, these three 
approaches appear to be roughly equal in their synthesis capability. However, our 
program CiAO [12] has the greatest flexibility, being able (1) to design network 
structures of truly arbitrary topology, and (2) to employ, if desired, mixed lumped- 
distributed lossy elements. 

We have compared the performance of the real-frequency, RSE, CiAO and 
GRABIM methods in the design of a matching network between complex loads as shown 
in Fig. 3. The first topology shown is that which arises from an implementation of the 
real-frequency method. RSE and CiAO do even better, providing a higher gain floor, 
with each yielding a different set of component values. GRABIM and CiAO achieve the 
same solution and almost as good a response with a simpler topology. Plots of the 
response for the higher degree network achieved with CiAO and RSE are compared to 
that achieved with GRABIM(and duplicated by CiAO). 

CONCLUSIONS 

MMIC applications in matching network and one-port synthesis will continue to be of 
importance. While the iterated analysis method of design appears to be the best method 
to date, different implementations achieve different solutions, so the question of just 
what is optimal comes into play. Furthermore, other than exhaustively searching the 
available topologies, there seems to be no way as yet to predict which circuit structures 
will yield the best results in any given application. 
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